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KDD’18 Tutorial

Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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KDD’18 Tutorial

Crowdsourcing�Motivation
◦A new computation model

– Coordinating the crowd (Internet workers) to 
do micro-tasks in order to solve computer-
hard problems.

◦ Examples
– Categorize the products and create product 

taxonomies from the user’s standpoint.
– An example question
– Select the product category of Samsung S7

– Phone
– TV
– Movie

3
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Crowdsourcing�Applications
◦Wikipedia

– Collaborative knowledge

◦ reCAPTCHA
– Digitalizing newspapers

◦ Foldit
– fold the structures of 

selected proteins

◦App Testing
– Test apps

4
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Crowdsourcing: Popular Tasks
o Sentiment Analysis

– Understand conversation: positive/negative
o Search Relevance

– Return relevant results on the first search
o Content Moderation

– Keep the best, lose the worst
o Data Collection

– Verify and enrich your business data
o Data Categorization

– Organize your data
o Transcription

– Turn images and audio into useful data
5
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Crowdsourcing Space
Granularity

Macro

Micro

Incentive

Money HiddenEntertainment

Examples 

!  ESP Game(Luis von Ahn) 
!  Object: Images Labeling 
!  Human task: online game, two players 

guessing one common item 

19 

Examples 

!  ESP Game(Luis von Ahn) 
!  Object: Images Labeling 
!  Human task: online game, two players 

guessing one common item 

19 

ESP Game reCAPTCHA

Volunteer

6



KDD’18 Tutorial

Crowdsourcing Category
◦Game vs Payment

– Simple tasks
• Both payment and game can achieve high quality

– Complex tasks
• Game has better quality

sample size (N=50) and our substantial effect sizes (Co-
hens's d > 0.6 on average) to be sufficient to meet ANO-
VA's normality criterion.  

We conducted a Levene’s test for homogeneity and did 
not find a significant deviation of our data from the equal 
variance assumption F(3,196) = 1.87, p = 0.13. Conse-
quently, we use a series of Welch two sample t-tests as our 
post-hoc tests and apply Holm’s method (Holm 1979) to 
account for multiple comparisons. The Welch test uses an 
estimate of degrees of freedom (Df) that can be much low-
er than the actual sample size. We report Df in integer pre-
cision.  

 Df SS MS F p sig.  
(I)ncentive 1 0.22 0.22 8.45 0.003 **  
(T)ask 1 1.53 1.53 60.09 0.000 ***  
IxT 1 0.27 0.27 10.70 0.001 **  
Residuals 197 4.01 0.03    

Table 2: ANOVA results of main and interaction effects be-
tween the factors incentive structure (game and payment) 

and task complexity (web-fragment and image annotation). 

Higher Complexity lower Response Quality 
As seen in Table 2 we found that the presumed complexity 
difference of both tasks had a significant impact on the re-
sponse quality. This seem to be obvious but it illustrates 
that our initial assumption that our tasks differ in com-
plexity is in fact true. This finding is in-line with results 
from a survey on Crowdflower. Upon completion of a task, 
Crowdflower asks contributors to take a survey. One ques-
tion in this survey regards the ease of job rated on a scale 
from 0 (hard) to 5 (easy). The less complex image annota-
tion task received an average score of 4.5 (N=43) the more 
complex web-annotation task a score of 3.3 (N=51). 

Players have a higher Response Quality 
The incentive structure also has a significant impact on re-
sponse quality as seen in Table 2 and Figure 10. Players (M 

= 0.93, SD = 0.10) have a significantly T(111) = 3.16, p = 
0.008, d = 0.44 higher average response quality than paid 
contributors (M = 0.86, SD =0.21). For the image-
annotation task, the difference in means between paid con-
tributors (M = 0.98, SD = 0.12) and players (M = 0.96, SD 
= 0.12) is not significant T(85) 0.42, p < 0.68, d = 0.534. 
For the complex annotation task on the other hand players 
have a significantly higher response quality (M = 0.92, SD 
= 0.09) than paid contributors (M = 0.78, SD = 0.21) T(52) 
= 1.21, p < 0.001, d = 0.534. This is an increase of almost 
18% in response quality.  

Discussion 
This study sheds light on the question of how the quality of 
crowdsourcing with games compares to paid crowdsourc-
ing. Based on our experiment with two different tasks of 
varying complexity and controlled populations, we found 
games to generate higher quality data for complex tasks. 
The quality increase in our case was almost 18% for the 
complex web-fragment annotation task. We did not find 
such a significant difference in the average response quali-
ty for the less complex image-annotation task.  

Given these results, we can answer our initial research 
question RQ1. For our complex task player have a signifi-
cantly higher response quality. It is also possible to re-
spond to RQ2 as there is a significant interaction between 
task complexity and incentive structure. 

A possible explanation of this interaction is that players 
are more selective than paid contributors are. Player chose 
our games for their entertainment if the game and the un-
derlying task does not appeal to them they will not chose to 
play the game or quit to play soon. In contrast, paid con-
tributors are more interested in payment. As long as the job 
pays the bills, it is not as important if you like it.  

An indication for a higher selectiveness in players is the 
number of players for both games. With 837 players in ten 

 
Figure 9: The 95% confidence intervals of the means for 

each of the four groups. The intervals are calculated from 
100,000 bootstrap samples (Efron and Tibshirani 1986). 

 
Figure 10: Comparison between the incentives game and 
payment in terms of response quality with both annotation 

tasks combined. 

107

Quality is
rather
important!

simple

complex
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Crowdsourcing�Workflow

Submit tasks 

Publish 
tasks 

Find interested tasks 

Collect answers

Return answers

Platforms

◦ Requester
– Submit Tasks

◦ Platforms
– Task Management

◦ Workers
– Worker on Tasks

8
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Crowdsourcing Requester�Workflow
◦Design Tasks

• Task Type
• Design Strategies

– UI, API, Coding

◦Upload Data
◦Set Tasks

• Price
• Time
• Quality

◦Publish Task
• Pay
• Monitor

9
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Crowdsourcing Requester�Task Type

◦ Task Type
Please choose the brand of the phone

Apple
Samsung
Blackberry
Other

What are comment features?
Same band
Same color
Similar price
Same size

Please fill the attributes of the product

Brand
Price
Size
Camera

Please submit a picture of a 
phone with the same size as 
the left one.

Submit

10
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Crowdsourcing Requester: Task Design

◦UI

◦API

◦Coding
(Your own Server)
innerhtml

Choose the best category for the image
Kitchen
Bath
Living
Bed

11
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Crowdsourcing Requester: Task Setting

◦HIT – A group of micro-tasks (e.g., 5)
◦Price, Assignment, Time

12
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Crowdsourcing Requester: Task Setting

◦Quality Control
– Qualification test - Quiz

Create some test questions to enable a quiz that workers must 
pass to work on your task.

– Hidden test - Training
Add some questions with ground truths in your task so workers who 
get them wrong will be eliminated.

– Worker selection
Ensure high-quality results by eliminating workers who repeatedly

fail test questions in your task

13
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Crowdsourcing Requester: Publish
◦Prepay

cost for workers + cost for platform +cost for test

◦Monitor

14
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Crowdsourcing: Workers
◦ Task Selection
◦ Task Completion
◦Workers are not free Cost
- Make Money

◦Workers are not oracle Quality
- Make errors
- Malicious workers

◦Workers are dynamic Latency
- Hard to predict

15
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Crowdsourcing�Platforms
◦Amazon Mechanical Turk (AMT)

¨ Requesters ¨ HIT (k tasks)

more than 500,000 workers from 190 countries

¨ Workers

16
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Crowdsourcing�Platforms
◦CrowdFlower

¨ Requesters (k tasks)¨ HIT ¨ Workers

17
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AMT vs CrowdFlower

AMT CrowdFlower

Task Design: UI Ö Ö

Task Design: API Ö Ö

Task Design: Coding Ö �

Quality: Qualification Test Ö Ö

Quality: Hidden Test � Ö

Quality: Worker Selection Ö Ö

Task Types All Types All Types

18
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AMT Task Statistics

http://www.mturk-tracker.com 19
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Other Crowdsourcing Platforms
◦ Macrotask

– Upwork
• https://www.upwork.com

– Zhubajie
• http://www.zbj.com

◦ Microtask
– ChinaCrowds (cover all features of AMT and CrowdFlower)

• http://www.chinacrowds.com

iOS Android 20
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Crowdsourcing�Challenges
◦ Crowd is not free
◦ Reduce monetary cost

Crowdsourcing

Cost

QualityLatency

◦ Crowd is not real-time
◦ Reduce time

◦ Crowd may return
incorrect answers

◦ Improve quality
21
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Crowdsourced Data Management
◦ A crowd-powered database

system
– Users require to write code

to utilize crowdsourcing
platforms

– Encapsulates the 
complexities of interacting 
with the crowd 

– Make DB more powerful
◦ Crowd-powered interface
◦ Crowd-powered Operators
◦ Crowdsourcing Optimization
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Figure 1: Architecture of Crowdsourcing DB Systems.

appropriate tasks to workers to make full use of workers’ unique
talents. (4) Answer Reasoning. We can model the tasks and deduce
the answers of tasks based on those of other tasks. For example,
in crowdsourced join, if we get crowd’s answers that US = United
States and US = America, we can deduce that United States =
America. (5) Latency Reduction. We can model workers’ behavior
and design effective model to reduce the latency.
Crowdsourcing Systems & Operators. Using the aforementioned
techniques, recent efforts have been made to develop crowdsourc-
ing database systems, such as CrowdDB [6], Qurk [12], Deco [14],
and CrowdOP [5]. For achieving high crowdsourcing query pro-
cessing performance, the systems focus on optimizing cost (cheap),
latency (fast) and quality (good). Moreover, there are also tech-
niques that focus on designing individual crowdsourced operators,
including selection [13, 16, 20], join [18, 19], top-k/sort [3, 11],
aggregation [10, 8], and collect [17, 15],
• Tutorial Structure. The 3 hours’ tutorial is split into 2 sections.

In the first section (1.5 hours), we first give an overview of crowd-
sourcing (20 min), including motivation of crowdsourcing, basic
concepts (e.g., workers, requesters), crowdsourcing platforms, crowd-
sourcing workflow, and crowdsourcing applications. Then we talk
about an overview of crowdsourcing database systems (20 min, see
Section 2), and fundamental techniques in designing crowdsourced
operators (see Section 3.1), including task design (10 min), truth in-
ference (10 min), task assignment (10 min), answer reasoning (10
min), and latency reduction (10 min).

In the second section (1.5 hours), we first discuss different crowd-
sourced operators (60 min), e.g., selection, join, topk, sort, max/min,
count, collect, fill (see Section 3.2). Finally we provide emerging
challenges (15 min) in Section 4. We leave 15 min for Q&A to
interact with the tutorial audience.
• Tutorial Audience. The intended audience include all VLDB at-
tendees from both research and industry communities. We will not
require any prior background knowledge and a basic understanding
of database (e.g., selection, join) will be helpful.
• Differences from Existing Tutorials. There are existing crowd-
sourcing tutorials (e.g., in VLDB’16 [1], VLDB’15 [7], ICDE’15 [2],

VLDB’12 [4], SIGMOD’17 [9]). VLDB’16 [1] investigates human
factors involved in task assignment and completion. VLDB’15 [7]
focuses on truth inference in quality control. ICDE’15 [2] reviews
some crowdsourcing operators, crowdsourced data mining and so-
cial applications. VLDB’12 [4] introduces crowdsourcing plat-
forms and discusses general design principles for crowdsourced
data management. SIGMOD’17 [9] focuses on quality, cost, and
latency control for crowdsourced data management. Compared
with these tutorials, we focus on the fundamental techniques for
building a practical crowdsourced database system. Moreover, we
will systemically review crowdsourcing operators and optimization
techniques, which are proposed in recent five years.

2. SYSTEM DESIGN OVERVIEW
Several crowdsourcing database systems [6, 14, 12, 5] are re-

cently proposed to encapsulate the complexities of leveraging the
crowd for query processing. In this part, we introduce an overview
of the design of these systems.
• Data model. Existing crowdsourcing database systems are built
on top of the traditional relational data model, where data is spec-
ified as a schema that consists of relations and each relation has
a set of attributes. However, the difference is that crowdsourc-
ing database systems employ an open-world assumption that either
some attributes of a tuple or even an entire tuple can be crowd-
sourced on demand based on queries from the requester.
• Query language. Most of the crowdsourcing query languages
follow the standard SQL syntax and semantics, and extend SQL by
adding features that support crowdsourced operations.
Data Define Language (DDL) is used to define how a system in-
vokes crowdsourcing for query processing. CrowdDB [6] intro-
duces a keyword CROWD in a CREATE TABLE clause to define
which attributes or relation tuples can be crowdsourced. Deco [14]
defines conceptual schema that partitions attributes into anchor at-
tributes and dependent attribute-groups and specifies fetch and res-
olution rules. Qurk [12] employs user defined functions (UDFs)
to define crowd-based expressions, which can be easily integrated
with SQL. CrowdOp [5] introduces keyword ByPass to define which
attributes are not needed for crowdsourcing.
Data Manipulation Language (DML) is used to express crowd-
sourcing requirements. Typically, the existing systems support two
types of manipulation semantics. (1) Crowd-Powered Collection
solicits the crowd to fill missing attributes of existing tuples or col-
lect more tuples; (2) Crowd-Powered Query asks the crowd to per-
form data processing operations, such as selection, join, sort, etc.,
on the underlying data. Moreover, due to the open-world nature of
crowdsourcing, some systems [14, 5] also define constraints on the
number of returned results or the cost budget for crowdsourcing.
• Architecture. The architecture of a typical crowdsourcing database
system is illustrated in Figure 1. A SQL-like query is issued by a
crowdsourcing requester and is first processed by a QUERY OPTI-
MIZER. Like traditional databases, the QUERY OPTIMIZER parses
the query into a tree-structure query plan, and then applies opti-
mization strategies to produce an optimized query plan.

However, the key difference is that the tree nodes in a query plan
are crowd-powered operators. Typically, a crowd-powered opera-
tor abstracts a specific type of operation that can be processed by
the crowd. Recent years have witnessed many studies on devel-
oping crowd-powered operators, such as crowd-powered selection
(CrowdSelect) [13, 16, 20], join (CrowdJoin) [18, 19], collect
(CrowdCollect and CrowdFill) [17, 15], top-k/sort (CrowdSort
and CrowdTopK) [3, 11], and aggregation (CrowdCount, Crowd-
Max and CrowdMin) [10, 8]. Figure 2 shows how operators are
supported by the existing systems.

2
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Crowdsourced Data Mining
◦ Fundamental Optimization

– Quality Control
– Cost Control
– Latency Control

◦ Crowd-powered Data Mining
– Classification
– Cluster
– Pattern Mining
– Knowledge Discovery
– Machine Learning

23

Workers

Requester

job result

Cost Control Latency ControlQuality Control

Miscellaneous
Sampling

Task Selection
Pruning

Answer Deduction

Single Task

Single Round

Crowdsourcing Platform

Publish Task
Monitor Task

Requester

Browse Task
Select Task
Answer TaskCollect Answer

Task Design
Task Type: Single Choice; Multiple Choice; Rating; Labelling; Clustering

Task Setting: Pricing; Timing; Quality

Crowd-powered Data Mining

Patten Mining Clustering

Knowledge Discovery Machine learning

Classification

Multiple Rounds

Worker Modeling

Answer Aggregation
Task Assignment

Worker Elimination

…
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Differences with Existing Tutorials
◦ SIGMOD’ 17

– Control quality, cost and latency
– Design crowdsourced database

◦ VLDB’16
– Human factors involved in task assignment and completion.

◦ VLDB’15
– Truth inference in quality control

◦ ICDE’15
– Individual crowdsourcing operators, crowdsourced data mining and

social applications
◦ VLDB’12

– Crowdsourcing platforms and Design principles
◦ Our Tutorial

– Crowd-powered data mining

24
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2

25
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Why Quality Control?
◦ Huge Amount of Crowdsourced Data

◦ Inevitable noise & error

◦ Goal: Obtain reliable information in Crowdsourced Data

Statistics in AMT:
Over 500K workers
Over 1M tasks

26
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Crowdsourcing Workflow
◦ Requester deploys tasks and budget on crowdsourcing

platform (e.g., AMT)
◦ Workers interact with platform (2 phases)

(1) when a worker comes to the platform, the worker
will be assigned to a set of tasks (task assignment);
(2) when a worker accomplishes tasks, the platform
will collect answers from the worker (truth inference).

27
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Outline of Quality Control
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Differences in Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Differences in Existing Works

28
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Part I. Truth Inference
◦ An Example Task

I support
A. UCB !

What is the current affiliation for
Michael Franklin ?

A. University of California, Berkeley
B. University of Chicago

29
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Principle: Redundancy
◦ Collect Answers from Multiple Workers

I think
B !

I choose
B !

I support
A !

I vote
B!

How to infer the truth of the task ?

What is the current affiliation for
Michael Franklin ?

A. University of California, Berkeley
B. University of Chicago

30
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Outline of Quality Control
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Differences in Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Differences in Existing Works

31
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Given different tasks’ answers collected from
workers, the target is to infer the truth of each task.

Truth Inference Definition

Truth?

Truth?

Truth?

Truth Inference

tasks workersanswers tasks

32
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◦ Majority Voting
Take the answer that is voted by the majority (or
most) of workers.

A Simple Solution

Expert Good at
Search

Spammer Random
Answer

Treat each worker equally, neglecting the diverse
quality for each worker.

◦ Limitation

33
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◦ The key is to know each worker’s quality

The Key to Truth Inference

Suppose quality of 4 workers are known

34
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◦ 1. If a small set of tasks with ground truth
are known in advance (e.g., refer to experts)

◦ 2. If no ground truth is known in advance

How to know worker’s quality ?

We can estimate each worker’s quality based on the
answering performance for the tasks with known truth

The only way is to estimate each worker’s quality
based on the collected answers from all workers
for all tasks

35
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Outline
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Differences in Existing Works

36
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◦ Qualification Test (like an “exam”)

◦ Hidden Test (like a “landmine”)

1. A Small Set of Ground Truth is Known

Assign the tasks (with known truth) to the worker
when the worker comes at first time
e.g., if the worker answers 8 over 10 tasks correctly,
then the quality is 0.8

Embed the tasks (with known truth) in all the tasks
assigned to the worker
e.g., each time 10 tasks are assigned to a worker, then
10 tasks compose of 9 real tasks (with unknown truth),
and 1 task with known truth

37
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◦ Limitations of two approaches

(1) need to know ground truth (may refer to experts);

(2) waste of money because workers need to answer
these “extra” tasks;

(3) as reported (Zheng et al. VLDB’17), these
techniques may not improve much quality.

Thus the assumption of “no ground truth is known”
is widely adopted by existing works

1. A Small Set of Ground Truth is Known

38
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Outline
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Differences in Existing Works

39
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2. If No Ground Truth is Known
◦ How to know each worker’s quality given the

collected answers for all tasks ?

Current
affiliation ?

A. UCB
B. Chicago

Current
affiliation ?

A. Google
B. Recruit.ai

B

B

B

A

A

B

Answers:

40
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Initialize Quality for each worker
while (not converged) {

Quality for each worker Truth for each task ;
Truth for each task Quality for each worker ;

}

Unified Framework in Existing Works

◦ Input: Workers’ answers for all tasks

◦ Output: Quality for each worker and Truth for each task

◦ Algorithm Framework: 

41
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◦ 1. Quality for each worker Truth for each task

Inherent Relationship 1

Truth:

1.0

1.0

1.0

Quality:

Current affiliation ?

A. UCB

B. Chicago

Current affiliation ?

A. Google

B. Recruit.ai

B

B

B

A

A

B

(1.0 from
worker 3)

(1.0 + 1.0
from workers 1 & 3)

(1.0 from
worker 2)

(1.0 + 1.0
from workers 1 & 2)

42
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Inherent Relationship 2

correct: 2/2

0.5
correct: 1/2

correct: 1/2

1.0

0.5

Quality:
◦ 2. Truth for each task Quality for each worker

Current
affiliation ?

A. UCB
B. Chicago

Current
affiliation ?

A. Google
B. Recruit.ai

Truth:
B

B

B
A

A

B

43
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Outline
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Differences in Existing Works

44
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(1) Database Community:
CATD [Li et al. VLDB14], PM [Li et al. SIGMOD14], iCrowd
[Fan et al. SIGMOD15], DOCS [Zheng et al. VLDB17]
(2) Data Mining Community:
ZC [Demartini et al. WWW12], Multi [Welinder et al. NIPS
2010], CBCC [Venanzi et al. WWW14]
(3) Machine Learning Community:
GLAD [Whitehill et al. NIPS09], Minimax [Zhou et al. NIPS12],
BCC [Kim et al. AISTATS12], LFC [Raykar et al. JLMR10],
KOS [Karger et al. NIPS11], VI-BP [Liu et al. NIPS12], VI-MF
[Liu et al. NIPS12], LFC_N [Raykar et al. JLMR10]

D&S [Dawid and Skene. JRSS 1979]

Existing works
◦ Classic Method

◦ Recent Methods

45
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Differences in Existing works

◦ Different Task Types
What type of tasks they focus on ?
E.g., single-label tasks …

◦ Different Task Models
How they model each task ? 
E.g., task difficulty …

◦ Different Worker Models
How they model each worker ?
E.g., worker probability (a value) …

Tasks

Workers

46



KDD’18 Tutorial

Tasks: Different Tasks Types
◦ Decision-Making Tasks (yes/no task)

◦ Single-Label Tasks (multiple choices)

◦ Numeric Tasks (answer with numeric values)

Is Bill Gates currently 
the CEO of Microsoft ?

Yes No

Identify the sentiment of 
the tweet: …… 

Pos NegNeu

What is the height for 
Mount Everest ?

m

e.g., Demartini et al. WWW12,
Whitehill et al. NIPS09, Kim et 
al. AISTATS12, Venanzi et al. 
WWW14, Raykar et al. JLMR10

e.g., Li et al. VLDB14, Li et al. 
SIGMOD14, Demartini et al. 
WWW12, Whitehill et al. 
NIPS09, Kim et al. AISTATS12

e.g., Li et al. VLDB14, Li et 
al. SIGMOD14

47



KDD’18 Tutorial

◦ Task Difficulty: a value

If a task receives many contradicting (or ambiguous)
answers, then it is regarded as a difficult task.

Is there a name for the song that FC
Barcelona is known for?

Did Michael Jordan win more NBA 
championships than Kobe Bryant?

Sports

Sports &
Entertainment

Sports Politics Entertainment

◦ Diverse Domains: a vector

e.g., Welinder et al. NIPS 2010, Ma et al. KDD16

Tasks: Different Tasks Models

48
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Tasks: Different Task Models (cont’d)

To obtain the each task’s model:
(1) Use machine learning approaches

e.g., LDA [Blei e al. JMLR03],
TwitterLDA [Zhao et al. ECIR11].

◦ Diverse Domains (cont’d)

(2) Use entity linking (map entity to knowledge bases).

Did Michael Jordan win more NBA championships than Kobe Bryant?
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◦ Worker Probability: a value

Workers: Different Worker Models
p∈[0,1]

[p − ε , p + ε ]
e.g., Demartini et al. WWW12, Whitehill et al. NIPS09

The probability that the worker answers tasks correctly
e.g., a worker answers 8 over 10 tasks correctly, then
the worker probability is 0.8.

◦ Confidence Interval: a range

e.g., Li et al. VLDB14

is related to the number of tasks answered 
=> the more answers collected, the smaller     is.
e.g., two workers answer 8 over 10 tasks and 40 over 50
tasks correctly, then the latter worker has a smaller .
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◦ Bias     & Variance : numerical task

Workers: Different Worker Models (cont’d)

τ σ

ans ~ N(t +τ ,σ )

◦ Confusion Matrix: a matrix

e.g., Kim et al. AISTATS12, Venanzi et al. WWW14

Pos Neu Neg
Pos
Neu
Neg

Capture a worker’s answer for different choices 
given a specific truth

Given that the truth of a 
task is “Neu”, the 
probability that the worker 
answers “Pos” is 0.3.

Answer follows Gaussian distribution:
e.g., Raykar et al. JLMR10
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◦ Quality Across Diverse Domains: a vector

Sports Politics Entertainment

e.g., Ma et al. KDD16, Zheng et al. VLDB17

How to decide the scope of domains ?
Idea: Use domains from Knowledge Bases

Workers: Different Worker Models (cont’d)
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Summary of Truth Inference Methods
Method Task Type Task Model Worker Model

Majority Voting Decision-Making Task, Single-Choice Task No No

Mean / Median Numeric Task No No

ZC [Demartini et 
al. WWW12] Decision-Making Task, Single-Choice Task No Worker

Probability
GLAD [Whitehill
et al. NIPS09] Decision-Making Task, Single-Choice Task Task

Difficulty
Worker

Probability
D&S [Dawid and 

Skene.  JRSS 
1979]

Decision-Making Task, Single-Choice Task No Confusion
Matrix

Minimax [Zhou 
et al. NIPS12] Decision-Making Task, Single-Choice Task No Diverse

Domains
BCC [Kim et al. 

AISTATS12] Decision-Making Task, Single-Choice Task No Confusion
Matrix

CBCC [Venanzi
et al. WWW14] Decision-Making Task, Single-Choice Task No Confusion

Matrix
LFC [Raykar et 

al. JLMR10] Decision-Making Task, Single-Choice Task No Confusion
Matrix

CATD [Li et al. 
VLDB14]

Decision-Making Task, Single-Choice Task,
Numeric Task No

Worker
Probability,
Confidence 53
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Summary of Truth Inference Methods (cont’d)
Method Task Type Task Model Worker Model

PM [Li et al. 
SIGMOD14]

Decision-Making Task, Single-Choice
Task, Numeric Task No Worker

Probability

Multi [Welinder
et al. NIPS 2010] Decision-Making Task Diverse Domains

Diverse
Domains,

Worker Bias,
Worker Variance

KOS [Karger et 
al. NIPS11] Decision-Making Task No Worker

Probability
VI-BP [Liu et al. 

NIPS12] Decision-Making Task No Confusion
Matrix

VI-MF [Liu et al. 
NIPS12] Decision-Making Task No Confusion

Matrix
LFC_N [Raykar
et al. JLMR10] Numeric Task No Worker Variance

iCrowd [Fan et al. 
SIGMOD15]

Decision-Making Task, Single-Choice
Task Diverse Domains Diverse

Domains
FaitCrowd [Ma et

al. KDD16]
Decision-Making Task, Single-Choice

Task Diverse Domains Diverse
Domains

DOCS [Zheng et 
al. VLDB17]

Decision-Making Task, Single-Choice
Task Diverse Domains Diverse

Domains
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Outline
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Differences in Existing Works
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Experimental Results (Zheng et al. VLDB17)
◦ Statistics of Datasets

Dataset # Tasks # Answers
Per Task # Workers Description

Sentiment
Analysis

[Zheng et al.
VLDB17]

1000 20 185
Given a tweet, the

worker will identify the
sentiment of the tweet

Duck
[Welinder et 
al. NIPS10]

108 39 39

Given an image, the
worker will identify
whether the image

contains a duck or not

Product
[Wang et al.

VLDB12]
8315 3 85

Given a pair of products,
the worker will identify

whether or not they refer
to the same product
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#workers’ answers
conform to long-tail
phenomenon
(Li et al. VLDB14)

Not all workers are of
very high quality

◦ Observations (Sentiment Analysis)

Experimental Results
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Experimental Results (cont’d)

Observations:

1. The quality increases
with #answers;

2. The quality improvement
is significant with few
answers, and is marginal
with more answers;

3. Most methods are
similar, except for Majority
Voting (in pink color).

◦ Change of Quality vs. #Answers
(Sentiment Analysis)
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◦ Performance on more datasets

Experimental Results (cont’d)

Dataset “Duck” Dataset “Product”
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Which method is the best ?
◦ Decision-Making & Single-Label Tasks

– “Majority Voting” if sufficient data is given (each
task collects more than 20 answers);

– “D&S [Dawid and Skene JRSS 1979]” if limited data
is given (a robust method);

– “Minimax [Zhou et al. NIPS12]” and “Multi [Welinder
et al. NIPS 2010]” as advanced techniques.

◦ Numeric Tasks
– “Mean” since it is robust in practice;
– “PM [Li et al. SIGMOD14]” as advanced techniques.
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Take-Away for Truth Inference

◦ The key to truth is to compute each worker’s quality

◦ if some truth is known:

qualification test and hidden test;

◦ if no truth is known:

(1) relationships between “quality for each worker”
and “truth for each task”

(2) different task types & models and worker models
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Crowdsourcing Workflow
◦ Requester deploys tasks and budget on crowdsourcing

platform (e.g., Amazon Mechanical Turk)
◦ Workers interact with platform (2 phases)

(1) when a worker comes to the platform, the worker
will be assigned to a set of tasks (task assignment);
(2) when a worker accomplishes tasks, the platform
will collect answers from the worker (truth inference).
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I am requester,
and I want to use
my budgets very
well !

We are workers !

How to allocate suitable tasks to workers?

Part II. Task Assignment

◦ Existing platforms support online task assignment

◦ Intuition: requesters want to wisely use the budgets

“External HIT”
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Given a pool of n tasks, which set of the k tasks
should be batched in a HIT and assigned to the  
worker?

Example: 
Suppose we have n=4
tasks, and each time
k=2 tasks are assigned
as a HIT.

Task Assignment Problem

HIT

HIT
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This problem is complex!
◦ Simple enumeration:

“n choose k” combinations

(n = 100, k = 5) è 100M assignments

◦ Need efficient (online) assignment

Fast response to worker’s request

◦ Develop efficient heuristics

Assignment time linear in #tasks: O(n)
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Outline
◦ Part I. Truth Inference

– Problem Definition
– Condition 1: with ground truth

• Qualification Test & Hidden Test
– Condition 2: without ground truth

• Unified Framework
• Existing Works
• Experimental Results

◦ Part II. Task Assignment
– Problem Definition
– Existing Works
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Most suitable tasks

Main Idea

3 factors for characterizing a suitable task:
Answer uncertainty

Worker quality 
Requesters’ objectives  
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Factor 1: Answer Uncertainty

◦ Consider a decision-making task (yes/no)

0 yes
3 no

2 yes
1 no

1 yes
2 no

3 yes
0 no

◦ Select a task whose answers are the most uncertain
or inconsistent

e.g., Liu et al. VLDB12, Roim et al. ICDE12
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Factor 1: Answer Uncertainty

◦ Entropy (Zheng et al. SIGMOD15)
Given c choices for a task and the distribution of
answers for a task
The task’s entropy is:

e.g., a task receives 1 “yes” and 2 “no”, then the
distribution is (1/3, 2/3), and entropy is 0.637.

◦ Expected change of entropy (Roim et al. ICDE12)
(1/3, 2/3) should be more uncertain than (10/30, 20/30):

!p = (p1, p2,..., pc )

H ( !p) = − pi log pii=1

c∑

E[H ( ′!p )]− H ( !p)
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Factor 2: Worker Quality

◦ Assign tasks to the worker with the suitable expertise

e.g., Ho et al. AAAI12, Zheng et al. VLDB17

Sports Politics Entertaiment

◦ Uncertainty: consider the matching domains in tasks 
and the worker
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Factor 3: Objectives of Requesters

◦ Requesters may have different objectives (aka 
“evaluation metric”) for different applications

Sentiment Analysis Entity Resolution Application

Task

Evaluation
Metric Accuracy F-score  (“equal” label)
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Factor 3: Objectives of Requesters
◦ Solution in QASCA (Zheng et al. SIGMOD15)

(1) Leverage the answers collected from workers to 
create a “distribution matrix”;
(2) leverage the “distribution matrix” to estimate the 
quality improvement for a specific set of selected tasks.

:  9%
:  6%

improvement:

◦ Idea: Select the best set of tasks with highest quality
improvement in the specified evaluation metric.
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Factor 3: Objectives of Requesters
◦ Other Objectives

(1) Threshold on entropy (e.g., Li et al. WSDM17)
e.g., in the final state, each task should have constraint 
that its entropy ≥ 0.6.

(2) Threshold on worker quality (e.g., Fan et al. 
SIGMOD15)
e.g., in the final state, each task should have overall 
aggregated worker quality ≥ 2.0.

(3) Maximize total utility (e.g., Ho et al. AAAI12)
e.g., after the answer is given, the requester receives   
some utility related to worker quality, and the goal  
is to assign tasks that maximize the total utility. 73
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Task Assignment
Method Factor 1:

Answer Uncertainty
Factor 2:

Worker Quality
Factor 3:

Requesters’ Objectives
OTA [Ho et al. 

AAAI12] Majority Worker probability Maximize total utility

CDAS [Liu et 
al. VLDB12] Majority Worker probability

A threshold on confidence 
+ early termination of confident 

tasks
iCrowd [Fan et 
al. SIGMOD15] Majority Diverse domains Maximize overall worker 

quality

AskIt! [Roim et 
al. ICDE12] Entropy-based No No

QASCA [Zheng 
et al. 

SIGMOD15]

Maximize specified 
quality Confusion matrix Maximize specified quality

DOCS [Zheng 
et al. VLDB17]

Expected change of 
entropy Diverse domains No

CrowdPOI [Hu 
et al. ICDE16]

Expected change of 
accuracy Worker probability No

Opt-KG [Li et 
al. WSDM17] Majority No ≥ threshold on entropy
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Take-Away for Task Assignment

◦ Require online and efficient heuristics

◦ Key idea: assign the most suitable task to worker, 
based on:

(1) uncertainty of collected answers;
(2) worker quality; and
(3) requester’ objectives.
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Public Datasets & Codes

◦ Public crowdsourcing datasets
(http://i.cs.hku.hk/~ydzheng2/crowd_survey/datasets.html).

◦ Implementations of truth inference algorithms
(https://github.com/TsinghuaDatabaseGroup/crowdsourcin
g/tree/master/truth/src/methods).

◦ Implementations of task assignment algorithms
(https://github.com/TsinghuaDatabaseGroup/CrowdOTA).
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Reference – Truth Inference (cont’d)
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Reference – Truth Inference (cont’d)
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Reference – Task Assignment
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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Cost Control
o Goal

– How to reduce monetary cost?

o Cost = !×#
$: number of tasks
%: cost of each task

o Challenges
How to reduce $? 
How to reduce %? 
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Classification of Existing 
Techniques

oHow to reduce !��
Task Pruning
Answer Deduction
Task Selection
Sampling

oHow to reduce #��
Task Design
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Task Pruning
oKey Idea

– Prune the tasks that machines can do well

o Easy Task vs. Hard Task

oHow to quantify "difficulty"
– Similarity value
– Match probability

IPHONE 6 = iphone 6

Are they the same?

IBM = Big Blue

Are they the same?

• Jiannan Wang, Tim Kraska, Michael J. Franklin, Jianhua Feng: CrowdER: Crowdsourcing Entity Resolution. VLDB 2012
• Steven Euijong Whang, Peter Lofgren, Hector Garcia-Molina: Question Selection for Crowd Entity Resolution. VLDB 2013

84



KDD’18 Tutorial

Task Pruning (cont’d)
oWorkflow (non-iterative)

1. Rank tasks based on "difficulty"
2. Prune the tasks whose difficulty ≤ threshold

oPros
– Support a large variety of applications

oCons
– Only work for easy tasks (i.e., the ones that

machines can do well)
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Classification of Existing 
Techniques

oHow to reduce !��
Task Pruning
Answer Deduction
Task Selection
Sampling

oHow to reduce #��
Task Design
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Answer Deduction
oKey Idea

– Prune the tasks whose answers can be
deduced from existing crowdsourced tasks

oExample: Transitivity

Deduced

Jiannan Wang, Guoliang Li, Tim Kraska, Michael J. Franklin, Jianhua Feng: Leveraging transitive relations for crowdsourced joins. SIGMOD 2013 
Donatella Firmani, Barna Saha, Divesh Srivastava: Online Entity Resolution Using an Oracle. PVLDB 2016

?

?

?
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Answer Deduction (cont’d)
oWorkflow (iterative)

1. Pick up some tasks from a task pool
2. Collect answers of the tasks from the Crowd
3. Remove the tasks whose answers can be deduced

Step 2

Step 1

Step 3

Task Pool
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Answer Deduction (cont’d)
oPros

– Work for both easy and hard tasks

oCons
– Human errors can be amplified

Wrong

?
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Classification of Existing 
Techniques

oHow to reduce !��
Task Pruning
Answer Deduction
Task Selection
Sampling

oHow to reduce #��
Task Design
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Task Selection
oKey Idea

– Select the most beneficial tasks to crowdsource

oExample 1: Active Learning
– Most beneficial for training a model

Supervised Learning Active Learning

• Mozafari et al. Scaling Up Crowd-Sourcing to Very Large Datasets: A Case for Active Learning. PVLDB 2014
• Gokhale et al. Corleone: hands-off crowdsourcing for entity matching. SIGMOD 2014
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Task Selection
oKey Idea

– Select the most beneficial tasks to crowdsource

oExample 2: Top-k
– Most beneficial for getting the top-k results

Which picture visualizes the best
SFU Campus?

Rank by
computers

The most beneficial task: VS.

Xiaohang Zhang, Guoliang Li, Jianhua Feng: Crowdsourced Top-k Algorithms: An Experimental Evaluation. PVLDB 2016
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Task Selection (cont’d)
oWorkflow (iterative)

1. Select a set of most beneficial tasks 
2. Collect their answers from the Crowd
3. Update models and results

oPros
– Allow for a flexible quality/cost trade-off

oCons
– Hurt latency (since only a small number of

tasks can be crowdsourced at each iteration)
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Classification of Existing 
Techniques

oHow to reduce !��
Task Pruning
Answer Deduction
Task Selection
Sampling

oHow to reduce #��
Task Design
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Sampling
oKey Idea

– Ask the crowd to work on sample data
oExample: SampleClean

255

211

173 0.5
0.55
0.6

0.65
0.7

0.75
0.8

0.85
0.9

0.95
1

50 250 450 650 850 1050 1250

Q
ua

lit
y

Sample Size

Who published more?

Jiannan Wang, Sanjay Krishnan, Michael J. Franklin, Ken Goldberg, Tim Kraska, Tova Milo: A sample-and-clean framework for 
fast and accurate query processing on dirty data. SIGMOD Conference 2014: 469-480
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Sampling (Cont’d)
oWorkflow (iterative)

1. Generate tasks based on a sample
2. Collect the task answers from the Crowd
3. Infer the results of the full data

oPros
– Provable bounds for quality (e.g., the paper

count is 211±5 with 95% probability)
oCons

– Limited to certain applications (e.g., it does not
work for max)
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Classification of Existing 
Techniques

oHow to reduce !��
Task Pruning
Answer Deduction
Task Selection
Sampling

oHow to reduce #��
Task Design
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Task Design (Cont’d)
oKey Idea

– Optimize User Interface

o Example 1: Count

How many are female? 22

98
Adam Marcus, David R. Karger, Samuel Madden, Rob Miller, Sewoong Oh: Counting with the Crowd. PVLDB 2012
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Task Design (Cont’d)
oKey Idea

– Optimize User Interface

o Example 2: Entity Resolution

Vasilis Verroios, Hector Garcia-Molina, Yannis Papakonstantinou: Waldo: 
An Adaptive Human Interface for Crowd Entity Resolution. SIGMOD 2017 99

Multi-item interface

Same Entity Yes No

Pairwise interface
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Task Design (Cont’d)
oKey Idea

– Optimize User Interface

o Example 3: Image Labeling

Luis von Ahn, Laura Dabbish: Labeling images with a computer game. CHI 2004: 319-326 100
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Summary of Cost Control
o Two directions

How to reduce n?
How to reduce c?

o DB and HCI should work together

oNon-iterative and iterative workflows
are both widely used

DB

HCI
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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Latency Control
o Goal

– How to reduce latency?

o Latency = !×'
$: number of tasks
(: latency of each task

o Latency = The completion time of the last
task

❌
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Classification of Latency Control
1. Single Task

– Reduce the latency of a
single task

2. Single Batch
– Reduce the latency of a

batch of tasks 

3. Multiple Batches
– Reduce the latency of

multiple batches of tasks 

Single batch

Single task

Multiple batches

Daniel Haas, Jiannan Wang, Eugene Wu, Michael J. Franklin: CLAMShell: Speeding up Crowds for Low-latency 
Data Labeling. PVLDB 2015 104
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Single-Task Latency Control
• Latency consists of

– Phase 1: Recruitment Time
– Phase 2: Qualification and Training Time
– Phase 3: Work Time

• Improve Phase 1
– See the next slide

• Improve Phase 2
– Remove this phase by applying other quality

control techniques (e.g., worker elimination)
• Improve Phase 3

– Better User Interfaces 105
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Reduce Recruitment Time
o Retainer Pool 

– Pre-recruit a pool of crowd workers

Michael S. Bernstein, Joel Brandt, Robert C. Miller, David R. Karger: Crowds in two seconds: 
enabling realtime crowd-powered interfaces. UIST 2011

Get paid:
0.5 cent per minute

Wait at most:
5 minutes

Workers sign up in advance

Get paid:
0.5 cent per minute

Wait at most:
5 minutes

Alert when task is ready
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Classification of Latency Control
1. Single Task

– Reduce the latency of a
single task

2. Single Batch
– Reduce the latency of a

batch of tasks 

3. Multiple Batches
– Reduce the latency of

multiple batches of tasks 

Single batch

Single task

Multiple batches

Daniel Haas, Jiannan Wang, Eugene Wu, Michael J. Franklin: CLAMShell: Speeding up Crowds for Low-latency 
Data Labeling. PVLDB 2015 107
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Single-Batch Latency Control
o Idea 1: Pricing Model

– Model the relationship between task price and
completion time

o Predict worker behaviors [1,2]

– Recruitment Time
– Work Time

oSet task price
– Fixed Pricing [2]

– Dynamic Pricing [3]

[1]. Wang et al. Estimating the completion time of crowdsourced tasks using survival analysis models. CSDM 2011
[2]. S. Faradani, B. Hartmann, and P. G. Ipeirotis. What’s the right price? pricing tasks for finishing on time. In AAAI Workshop, 2011.
[3]. Y. Gao and A. G. Parameswaran. Finish them!: Pricing algorithms for human computation. PVLDB 2014.
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Single-Batch Latency Control
o Idea 2: Straggler Mitigation

– Replicate a task to multiple workers and return
the result of the fastest worker

Daniel Haas, Jiannan Wang, Eugene Wu, Michael J. Franklin: CLAMShell: Speeding up Crowds for Low-latency 
Data Labeling. PVLDB 2015

Y

N

Straggler
mitigation

(e.g., MapReduce,
Spark)

Y

N

Y
N
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Classification of Latency Control
1. Single Task

– Reduce the latency of a
single task

2. Single Batch
– Reduce the latency of a

batch of tasks 

3. Multiple Batches
– Reduce the latency of

multiple batches of tasks 

Single batch

Single task

Multiple batches

Daniel Haas, Jiannan Wang, Eugene Wu, Michael J. Franklin: CLAMShell: Speeding up Crowds for 
Low-latency Data Labeling. PVLDB 2015 110
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Multiple-Batches Latency Control
o Why multiple batches?

– To save cost
• Answer Deduction (e.g., leverage transitivity)
• Task Selection (e.g., active learning)

Active Learning
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Multiple-Batches Latency Control
oTwo extreme cases

– Single task per batch: high latency
– All tasks in one batch: high cost

o Idea 1
– Choose the maximum batch size that does not

hurt cost [1,2]

o Idea 2
– Model as a latency budget allocation problem [3]

1. Jiannan Wang, Guoliang Li, Tim Kraska, Michael J. Franklin, Jianhua Feng: Leveraging transitive relations for crowdsourced 
joins. SIGMOD 2013 

2. D. Sarma, A. G. Parameswaran, H. Garcia-Molina, and A. Y. Halevy. Crowd-powered find algorithms. ICDE 2014.
3. Verroios et al.. tdp: An optimal latency budget allocation strategy for crowdsourced MAXIMUM operations. SIGMOD 2015
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Summary of Latency Control
oLatency

– The completion time of the last task

oClassification of Latency Control
– Single-Task

• Retainer Pool
• Better UIs

– Single-Batch
• Pricing Model
• Straggler Mitigation

– Multiple-Batches
• Batch size 113
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Two Take-Away Messages
oThere is no free lunch

– Cost control
• Trades off quality (or/and latency) for cost

– Latency control
• Trades off quality (or/and cost) for latency

oLearn from other communities
– Task Design (from HCI)
– Straggler Mitigation (from Distributed System)

114
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Reference – Cost Control
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Reference – Cost Control
15. T. Pfeiffer, X. A. Gao, Y. Chen, A. Mao, and D. G. Rand. Adaptive polling for information aggregation. 

In AAAI, 2012.
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Reference – Latency Control
1. J. P. Bigham et al. VizWiz: nearly real-time answers to visual questions. UIST, 2010.
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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Crowd-Powered Pattern Mining
◦ Typical Crowdsourcing Tasks (fixed choices)

What is the current affiliation for
Michael Franklin ?

A. University of California, Berkeley
B. University of Chicago

◦ Crowd Pattern Mining

Find out what is interesting and important in
some specific domains (e.g., medicines, habits)
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Classic Pattern Mining
◦ Significant data pattern are identified using

data mining techniques

◦ Is it possible to mine from the crowd?

◦ A useful type of data pattern: association rules
e.g.,
catch cold

to
sleep more,
drink hot water,
eat pills
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User Modeling

◦ A set of Users 

◦ Each User                  has a (hidden) database
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User Modeling (cont’d)
◦ Each Rule                  in database is associated with

User Support

User Confidence
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Question Modeling
◦ For each user’s (hidden) database 

◦ It’s hard for the user to recall every detail
◦ But the user can often provide useful summaries

e.g., “When I catch cold, I often sleep more, drink
hot water and eat pills”

◦ Question Types
◦ Open Questions, e.g.,

“tell me about an illness
and how you will treat it”

◦ Closed Questions, e.g.,
“when you catch a cold,
how often do you drink
hot water?”
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Question Modeling (cont’d)
◦ Open Questions:

Answer: an arbitrary rule with its (approximate) user 
support and confidence

◦ Closed Questions:

Answer: (approximate) user support and confidence
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Goals of Crowd Mining

Rules where the user support and user confidence 
are above some pre-defined thresholds
e.g., user support > 0.4, user confidence > 0.7

◦ Overall Goals

Ask the smallest number of questions to find the 
significant rules
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Overall Framework
◦ Finding significant rules in illness

Open Question
“Tell me about an
illness and how
you will treat it.”

Closed Question
“when you catch a 
cold, how often do 

you drink hot 
water?”or

3. Infer Significant Rules
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Two Important Problems

◦ Aggregation Problem

How to compute the significant rules based on
workers’ answers?

◦ Assignment Problem

Which rule should be chosen to assign when a
worker comes?
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Solution Framework
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Define a rule , its support , confidence
The sample mean follows the distribution

where is #answers, is the mean, is the covariance

Aggregation Problem

◦ Estimating Sample Mean

◦ Estimating Rule Significance
Define and as the thresholds for support and
confidence, then the significance is represented as
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Assignment Problem

◦ Estimate Current Quality for Each Rule r

e.g., Q = sig(r), defined above

◦ Estimate Next Quality for Each Rule r

Generate a new sample based on the current
distribution, and estimate expected next quality
based on the sample: Q’ = E[ sig(r) | sample ]

◦ Final Ranking of Rules

Rank the rules based on the values of Q’ - Q
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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Crowd-powered Classification

Galaxy Zoo

132
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Crowd-powered Classification

different
classes

133



oOverview
– Machine Learning-based Model

• Model workers’ quality, answers and features
– Hierarchical Taxonomy

• Classification based on taxonomy
– Scale up to large dataset

• Use active learning approach

134

Crowd-powered Classification
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Truth Inference Model

Limitation of existing truth inference models:
n Only consider the answers.
n Neglect the features on tasks.

A Two-coin Model:

True label

j-th worker’s answer

False positive rate:

True positive rate:

135
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Classification based on features
Logistic regression model: consider features of data itself

features of the instance

Sentiment classification example�
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Maximum Likelihood Estimator

Given observed training data D with N instances from R workers, the task is to

l Estimate the weight vector w.

l Estimate the true/false positive rate of each worker.

l Infer the true classification of each instance.

Learning problem:

Solved by EM

Vikas C. Raykar et.al. Learning from the Crowd. JMLR 2010 137
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Extensions
lEasy to use any classifier and handle missing labels.

lA beta prior for workers

lEasy to extend to multi-class classification

I trust her more

Given the true class c, worker j assigns class k to
an instance
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oOverview
– Machine Learning-based Model

• Model workers’ quality, answers and features
– Hierarchical Taxonomy

• Classification based on taxonomy
– Scale up to large dataset

• Use active learning approach

139

Crowd-powered Classification
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Classification on Hierarchical 
Taxonomy 

Application

l Image Categorization

l Manual Curation

l Debugging of Workflows 

Categorize an image into one of the classes of the hierarchical 

taxonomy 

Is it a car?

Is it a Nissan car�

Is it Maxima�

140
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Is it a car?

Is it a Nissan car�

Is it a Honda car�

Ask leaves: negative answers
Ask root: positive answers
Ask middle nodes:more information

141
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Candidate set:

Size of the largest candidate set when the target node
could be any node in V:

Find a set of N to minimize wcase(N)

Solution Overview

142

u

pset(u)

rset(u)

target



oOverview
– Machine Learning-based Model

• Model workers’ quality, answers and features
– Hierarchical Taxonomy

• Classification based on taxonomy
– Scale up to large dataset

• Use active learning approach

143

Crowd-powered Classification
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Scaling up to large dataset
Solutions that solely rely on crowdsourcing are 
always limited to small datasets.

Active Learning

l Generality: can use any classifier

l Black-box treatment of classifier

l Batching: request multiple labels at a time.

l Noise management: Handling human errors.
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Upfront Scenario in Active Learning

Labeled data

Unlabeled data

Ranker

Selection Strategy

ML
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Iterative Scenario in Active Learning

Ranker

Selection Strategy

Unlabeled data

Labeled data

Barzan Mozafari et.al Scaling Up Crowd-Sourcing to Very Large Datasets: A Case for Active 

Learning VLDB 2014
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Ranker

Uncertainty Algorithm: use bootstrap to verify errors of classifiers

θ: the classifier L: Training data u: data point to be predicted
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Ranker

MinExpError Algorithm: consider both uncertain and large
impact data points

148
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Take-Away for Crowd
Classification

149

l Different datasets need different classification
approaches

n Simple truth inference approach
n Feature-based classification using the crowd
n Hierarchical Taxonomy
n Large datasets

l Handling human errors
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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Crowd-powered Clustering
Easy to cluster by machine

Hard to cluster by machine
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Clustering based on different
human insights

Crowd may cluster by types of products
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Crowd may cluster by brands of products

Clustering based on different
human insights
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oOverview
– Kmeans-based Model

– Generative Model based on different
human insights

154

Crowd-powered Clustering
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A K-means Based Approach
Standard K-means Algorithm�

Assign�Given a set of items C D and an item x� D�find the
item c�C that is the closest to x according to the distance function d

⊂

Update�Given a set of items C D , find the “center” of C,that
is,the item x� C that minimizes

⊆

		
d(x ,c)

c∈C∑

Hannes Heikinheimo et.al The Crowd-Median Algorithm HCOMP 2013
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Crowd-based Solution

Assign�Show the worker all items in C,as well as the item x� D,
and ask her to pick one in C that resembles x the most.

Update�
l Pick about 20% of triplets from D
l Out of three shown items pick one that
appears to be different from the two others.

l Compute a penalty score defined as the number of times the item
was chosen to be “different”.

l Return the item having the lowest penalty score

Which one resembles
the left pad most ?

Which one differs the
other two most ?
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oOverview
– Kmeans-based Model

– Generative Model based on different
human insights

157

Crowd-powered Clustering
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Generative Model based on
different human insights

Workflow
l Sample a number of small groups of items
l Leverage the crowd to cluster these small groups
l Aggregate the crowd answers and infer the true clusters

of the dataset

……
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Aggregation: Generative Model

Workers’ labeling behavior

Embedding items into a vector

Ryan Gomes et.al Crowdclustering NIPS 2011

k-th Gaussian atomic cluster 

Crowd annotators
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Take-Away for Crowd
Clustering

160

l Challenges
n We can’t let users to see all items in the

datasets !

l Key ideas:
n Sample small groups and show them to the

crowd

n Infer the truth based on different clusters
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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Machine Learning with Crowd
oOverview

– Deep learning from the crowd
• A crowd layer

– Transfer Learning using the Crowd
• Crowd selection on Twitter

– Semi-supervised Learning using the Crowd
• Training using crowds and unlabeled data

– HMM-based Crowd Model
• Model workers’ behaviors with different

rewards
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Deep Learning from the Crowd
l Classification or regression for items with

high dimension features
deep learning

l Large training data
Crowdsourcing

l Need to consider workers’ reliability
EM algorithm

Rodrigues et.al. Deep Learning from Crowds. AAAI 2018
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Deep Learning from the Crowd

EM for deep learning
Estimate the parameters using Deep Neural Network in
M step

l One EM iteration per mini-batch——No enough evidence for
annotators’ reliabilities.

l Many EM iterations until converge——Large computational
overhead
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l Account for unreliable annotators

l Correct systematic biases

Provide noisy training data
Deep Neural Network
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oOverview
– Deep learning from the crowd

• A crowd layer
– Transfer Learning using the Crowd

• Crowd selection on Twitter
– Semi-supervised Learning using the Crowd

• Training using crowds and unlabeled data
– HMM-based Crowd Model

• Model workers’ behaviors with different
rewards

166

Machine Learning with Crowd
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Crowd-Selection using Transfer
Learning

Given a question, how to select workers to answer ?

Early Approaches: select
randomly on well-defined crowd
platform.

New trend: utilize social 
network as crowd platform, eg:
ask your followings or followers 
on Twitter.   
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Challenges

l Limited Expertise Information
Infer the user expertise based on tweets.

l Large Volume of Tweets
Transfer learning from other sources.

l Requiring Online Crowd Selection
Training offline and processing online.

Zhao et.al. A Transfer Learning based Framework of Crowd-Selection on Twitter. KDD’13
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System Overview

TM: A naïve Bayes’ model based on categorized tasks from Yahoo! Answer.

AM: A naïve Bayes’ model based on categorized answers from Yahoo! Answer.

169



KDD’18 Tutorial

Transfer Learning

Basic Model:  Naïve Bayes

Some notations
Dc:  categorized answers from Yahoo!; 
Du: uncategorized ones on Twitter.
a�Dc: an answer, can be represented as a bag of words.
c: a category, each answer a corresponds to a category c.
w: a word come from a corpus.

Transfer Learning Model: EM Algorithm
E-step: estimate the posterior probability of the
category of tweets in Du

M-step: estimate the parameter of the model AM’
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Selection Process
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Selection Process
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oOverview
– Deep learning from the crowd

• A crowd layer
– Transfer Learning using the Crowd

• Crowd selection on Twitter
– Semi-supervised Learning using the Crowd

• Training using crowds and unlabeled data
– HMM-based Crowd Model

• Model workers’ behaviors with different
rewards

173

Machine Learning with Crowd
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Semi-supervised Learning from 
Crowds

Training data Test data

ML Model

Huge amount of data labeled
by crowd workers.

Training data Test data

Semi-ML Model

Use labeled and
unlabeled data to train
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Semi-supervised Learning from 
Crowds

How can we utilize unlabeled data?

Unlabeled data
Modeled by Latent features

Distribution of data

Worker label
Based on Latent features

True labels
Latent variables
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Graphical Model

Data point

Latent features

True label

Worker’s answer

Atarashi et.al. Semi-supervised Learning from Crowds Using Deep Generative Models AAAI’18
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oOverview
– Deep learning from the crowd

• A crowd layer
– Transfer Learning using the Crowd

• Crowd selection on Twitter
– Semi-supervised Learning using the Crowd

• Training using crowds and unlabeled data
– HMM-based Crowd Model

• Model workers’ behaviors with different
rewards

177

Machine Learning with Crowd
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HMM-based Crowd Model

……

Q1 Q2 Q3 Q4

Incent or not Low quality

High quality

Q5
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An Incentive-based Model

Model with a Input-output Hidden Markov Model 
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l Inputs: at� {0,1}, t = 1, 2, ··· ,T, with 0 representing bonus is not placed 
on the task.

l Outputs: xt� {0,1}, t = 1, 2, ··· ,T, with 0 representing an incorrect (or 
low-quality) answer for the task.

l Hidden States: zt�{1,2,···,K} 

l Transition probability: P(zt|zt-1 ,at)

l Emission probability: Pe(xt|zt , at) 

Incent or not Low quality

High quality
180
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Take-Away Messages
o Crowdsourcing can be utilized well on

machine learning tasks
– E.g., Provide labeled data in deep learning, semi-

supervised learning and transfer learning.
o Key challenges in crowd-powered machine

learning tasks
– Human may make mistakes
– We need huge amount of labeled data, which is costly.

o Solutions
– Quality control methods.
– Utilize unlabeled data and other data sources.
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2

182
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Knowledge Base (KB)

183

A semantically-organized and machine-readable collection of 
entities, classes, and SPO facts (attributes, relations)
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Subject-Predicate-Object Facts

Mona_Lisa painted-by Leonardo_da_Vinci

184

painted-by

IsA

Artist

IsA

Painting S P O
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Opportunity and Challenge
o Humans are much better than machine on

many KB-related tasks
– Extracting SPO facts from a sentence
– Aligning entities across two different KBs
– Enriching KB by matching external sources

o However, It is not affordable to do exhaustive 
crowdsourcing for large-scale KBs

185

$$$ !!!
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General Idea
o Machine-Crowd Hybrid Approach

– Before Crowdsourcing: assigning the most 
“beneficial” tasks to the crowd

– After Crowdsourcing: utilizing the crowdsourcing 
result to help infer the rest of tasks

186

Step 2

Step 1

Step 3

Task Pool
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Crowd-Powered Knowledge Discovery

oOverview
– Crowd-Powered Knowledge Acquisition

• Extracting missing attributes of entities or
relations among entities using crowd

– Crowd-Powered Entity Alignment
• Aligning entities across KBs using crowd

– Crowd-Powered KB Enrichment
• Matching web tables to KB using crowd

– Crowd-Powered Entity Collection
• Collecting missing entities in KB using crowd

187



KDD’18 Tutorial

Knowledge Acquisition (KA)
o Extracting SPO Facts from raw text

o Existing approach: Information Extraction
– E.g., OpenIE using NLP techniques
– Limitations: noisy or duplicated SPO facts, such as

“(Mona Lisa, by, Leonardo da Vinci)”, “(Mona Lisa,
drew-by, Leonardo da Vinci)”, etc.

188

The Mona Lisa is a half-length portrait 
painting by the Italian Renaissance artist 
Leonardo da Vinci…

Mona_Lisa Author Leonardo_da_Vinci
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The HIGGINS Approach
o Employing Crowdsourcing for KA comes

with opportunities
– Human is good at identifying SPO facts

o However, crowdsourcing alone cannot carry 
the burden of large-scale KA

189

Information Extraction Crowdsourcing
• Extracting candidate

facts using OpenIE
• Selecting “plausible”

facts for crowdsourcing

• Generating HITs using
the selected facts

• Obtaining the facts
validated by the crowd

S. K. Kondreddi, P. Triantafillou, G. Weikum: Combining information extraction and human 
computing for crowdsourced knowledge acquisition. ICDE 2014
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The HIGGINS Approach
o Architecture

– IE Engine + HC (Crowdsourcing) Engine
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The HIGGINS Approach
o HIGGINS IE Engine

– Identifying entity occurrence, e.g., noun phrases
– Detecting relational phrases that contains two entities

using lexicon-syntactic patterns like verbal phrases
– Pruning unpromising candidates using dependency

o HIGGINS Crowdsourcing Engine
– Question Generation: providing context information

to the crowd, e.g., popular movies/books she knows
– Candidate Answer Generation: suggesting a small

number (e.g., 5) of candidate answers by considering
criteria like phrase relatedness & diversification

– HIT Design: pre-defined question templates plugged
with judiciously selected context cues

191



KDD’18 Tutorial

Crowd-Powered Knowledge Discovery

oOverview
– Crowd-Powered Knowledge Acquisition

• Extracting missing attributes of entities or
relations among entities using crowd

– Crowd-Powered Entity Alignment
• Aligning entities across KBs using crowd

– Crowd-Powered KB Enrichment
• Matching web tables to KB using crowd

– Crowd-Powered Entity Collection
• Collecting missing entities in KB using crowd
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Entity Alignment
o Given two KBs, the entity alignment problem 

is to find the pairs of entities across the KBs
that refer to the same real-world entity.

193

hasPreferredNamefoaf:name

type type

SoccerPlayer wikicategory_Argentine_footballers

“Lionel	Andrés	Messi” “Lionel	Messi”

FC_Barcelona FC_Barcelona

team isAffiliatedTo
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The HIKE Approach

194
Y. Zhuang, G. Li, Z. Zhong, J. Feng: Hike: A Hybrid Human-Machine Method for 
Entity Alignment in Large-Scale Knowledge Bases. CIKM 2017.
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Predicate-Based Blocking

195

Phase I: producing predicate pairs using similarity

Then, how to partition predicates
based on the pairwise similarities?
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Predicate-Based Blocking

196

Phase II: partition KBs by clustering predicate pairs
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Crowd Question Selection
o Question selection based “partial orders”

197

Suppose we have 5 entities in each KB whose predicate pairs are 
{⟨name,name⟩,⟨birth_place,born_in⟩,⟨birth_date,dob⟩, ⟨article, article⟩}
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Crowd Question Selection
o Question selection based “partial orders”

198

Suppose we have 5 entities in each KB whose predicate pairs are 
{⟨name,name⟩,⟨birth_place,born_in⟩,⟨birth_date,dob⟩, ⟨article, article⟩}

A sketch map of partial order set
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Crowd-Powered Knowledge Discovery

oOverview
– Crowd-Powered Knowledge Acquisition

• Extracting missing attributes of entities or
relations among entities using crowd

– Crowd-Powered Entity Alignment
• Aligning entities across KBs using crowd

– Crowd-Powered KB Enrichment
• Matching web tables to KB using crowd

– Crowd-Powered Entity Collection
• Collecting missing entities in KB using crowd

199
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Enriching KB using Web Tables

200

Knowledge Base

company
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oTable annotation techniques
– Annotate web table columns with concepts in KB
– Pure machine-based algorithm
– Limitation: 

• Not suitable for some inherently difficult 
columns

Approach Accuracy

G.Limaye et al. VLDB’10 58.7%

P. Venetis et al. VLDB’11 52.1%

Accuracy on 1,166 randomly selected columns
T1: Top Rated Movies

T3: Top Rated StorybooksX

G. Limaye, S. Sarawagi, and S. Chakrabarti. Annotating and searching web 
tables using entities, types and relationships. PVLDB, 2010.
P. Venetis, A. Y. Halevy, J. Madhavan, M. Pasca, W. Shen, F. Wu, G. Miao, 
and C. Wu. Recovering semantics of tables on the web. PVLDB, 2011.

Prior Work on Concept Determination
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The CROWDWT Approach

202

Phase 1 Phase 2

Table 
Databases

Table Index

Table Context

Web Table
Corpus

Machine-Crowdsourcing Hybrid Concept Determination

Table Match Generation

Concept Catalog

Concepts

Crowdsourcing Platform

Column Selector

Candidate Concept 
Generation

Column Concept
Graph

Column Difficulty
Estimator

Column Relationship
Generation

Column Influence
Relationship

Column Influence
Estimator

HIT Generator

Instance to 
Concept Index

Concept 
Inverted Index

Catalog Index 
Builder

Column Concept
Determination

o Machine: Generate candidate matched concepts for 
each column

o Crowd: Verify the candidate matches
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oMachine:
– Generate candidate matched concepts for each 

column

oCrowd:
– Verify the candidate matches

Crowdsourcing Platform

Candidates

Machine

Machine-Crowdsourcing Hybrid Framework
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o Selecting the most “beneficial” columns
– Factor 1: Column difficulty

• Columns that are difficult for machines
– Factor 2: Column influence

• Columns, if verified, would have greater 
influence on inferring the concepts of other 
columns

Crowdsourcing Column Selection
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Column Difficulty
Name Directed By Release Date

Star Trek Into Darkness J.J. Abrams May 16, 2013

Man of Steel Zack Snyder June 14, 2013

Iron Man 3 Shane Black May 3, 2013

Despicable Me 2 Pierre Coffin, Chris Renaud July 3, 2013

Pacific Rim Guillermo del Toro July 12, 2013

G.I. Joe: Retaliation Jon M. Chu March 28, 2013

Name Director Running time

Life of Pi Ang Lee 127 minutes

Harry Potter and the Half-
Blood Prince David Yates 153 minutes

Twilight Catherine Hardwicke 122 minutes

The Hunger Games Gary Ross 142 minutes

The Lord of the Rings Peter Jackson 201 minutes

The Time Traveler's Wife Robert Schwentke 108 minutes

book

movie

0.95

0.05

book

movie

0.48

0.52

Crowdsourcing Column Selection

205



KDD’18 Tutorial

Movie TV Book

Intra-table influence

Name Director

Life of Pi Ang Lee

Harry Potter and the Half-
Blood Prince David Yates

Twilight Catherine Hardwicke

The Hunger Games Gary Ross

The Lord of the Rings Peter Jackson

The Time Traveler's Wife Robert Schwentke

Crowdsourcing Column Selection

Column Influence
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Movie TV Book

Name Director

Life of Pi Ang Lee

Harry Potter and the Half-
Blood Prince David Yates

Twilight Catherine Hardwicke

The Hunger Games Gary Ross

The Lord of the Rings Peter Jackson

The Time Traveler's Wife Robert Schwentke

Intra-table influence

Crowdsourcing Column Selection

Column Influence
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Movie TV Book

Intra-table influence

Name Director

Life of Pi Ang Lee

Harry Potter and the Half-
Blood Prince David Yates

Twilight Catherine Hardwicke

The Hunger Games Gary Ross

The Lord of the Rings Peter Jackson

The Time Traveler's Wife Robert Schwentke

Column Influence

Crowdsourcing Column Selection
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Movie TV Book

Name Director

Life of Pi Ang Lee

Harry Potter and the Half-
Blood Prince David Yates

Twilight Catherine Hardwicke

The Hunger Games Gary Ross

The Lord of the Rings Peter Jackson

The Time Traveler's Wife Robert Schwentke

Movie TV Book

Title 

Clockwork Princess

Time Traveler's Wife

Harry Potter

Boneshaker 

The Hunger Games

Life of Pi

Intra-table influence Inter-table influence

Name

Life of Pi

Harry Potter and the Half-
Blood Prince

Boneshaker 

The Hunger Games

Clockwork Princess

The Time Traveler's Wife

Crowdsourcing Column Selection

Column Influence
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Crowd-Powered Knowledge Discovery

oOverview
– Crowd-Powered Knowledge Acquisition

• Extracting missing attributes of entities or
relations among entities using crowd

– Crowd-Powered Entity Alignment
• Aligning entities across KBs using crowd

– Crowd-Powered KB Enrichment
• Matching web tables to KB using crowd

– Crowd-Powered Entity Collection
• Collecting missing entities in KB using crowd

210
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Crowdsourced Entity Collection

211

We	want	to	get	all	names	of	ACTIVE NBA	players.	You	
will	be	requested	to	give	us	the	DIFFERENT names.	

NO.1	Name

NO.2	Name

NO.3	Name

lApplications
n Knowledge Base Construction
n Enterprise	Data	Collection	
n Cardinality Estimation
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Challenges

212

We	want	to	get	all	names	of	ACTIVE NBA	players.	You	will	
be	requested	to	give	us	the	DIFFERENT names.	

�

Unknown !!!

�
o Objectives

– Correct
– Complete
– Less-

Duplicate

R={Steven	Curry,	Kevin	Durant, Michael	Jordan,
Russell	Westbrook, Steven	Curry}

O={Steven	Curry,	Kevin	Durant, Michael	Jordan,
Russell	Westbrook,	…}

Precision=3/4

Recall=3/450
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The CrowdEC Approach

213

l Worker Elimination
Eliminate low quality workers.
Avoid many duplicated answers.

l Incentive Pricing
Encourage workers to provide
distinct answers

Chengliang Chai,	Ju	Fan,	Guoliang	Li:	Incentive-based	Entity	Collection	using	Crowdsourcing.	ICDE	2018
Ju	Fan,	Zhewei Wei,	Dongxiang	Zhang,	Jingru Yang,	and	Xiaoyong Du:	Distribution-Aware	Crowdsourced	Entity	Collection.	TKDE	2017
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Worker Elimination

l Worker Quality
l Worker Distinctness

Given v1=3, v2=1 and v3=6,

D{w1,w2,w3}(7x(3+1+6))/(3+3+4)=7

D{w1,w3}=(6x(3+6))/(3+4)=7.7

w1
w2

w3

Curry
HardenJames

Jones

DurantRedick
Young

Beckham

Charlie
Lisa

w4�

214

Answers set by worker j

throughput by worker j
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Incentive Pricing

l Pricing Schema
l Optimization

NoBonus Schema:

Bonus Schema:

Collect one entity at a time, with a basic reward

Collect multiples entities at a time. We reward the 
bonus. if there is a distinct answer, otherwise we
reward the same as NoBonus Schema .
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Incentive Pricing
Pricing Schema ( Example)

Given a task with a bonus schema, a worker gives answer {James, Curry, Durrant}.

Given Cr=$1 and Cb=$0.5, Bonus Schema costs: $1.5 ; NoBonus Schema costs:$3

How to choose between them ? (Intuitive ideas)

l At the beginning, Nobonus schema is better.

l With the #entities accumulating, encouragement should begin.

l When it almost completes, encouragement seems useless

l For workers who are positive to Bonus schema, we can give more
incentive tasks
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Take-Away Messages
o Crowdsourcing can perform well on many

knowledge discovery tasks
– E.g., knowledge extraction, alignment, enrichment and

entity collection
o Key challenge of crowdsourced knowledge

discovery is crowd cost control.
– Not affordable to do exhaustive crowdsourcing for 

large-scale KBs
o Solutions

– Task selection & Answer reduction
– Incentive mechanism for pricing
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Reference – Crowd-powered Data Mining
[1] Yael Amsterdamer, Susan B. Davidson, Anna Kukliansky, Tova Milo, Slava Novgorodov, Amit 
Somech: Managing General and Individual Knowledge in Crowd Mining Applications. CIDR 2015

[2] Yael Amsterdamer, Anna Kukliansky, Tova Milo: NL2CM: A Natural Language Interface to Crowd 
Mining. SIGMOD Conference 2015: 1433-1438

[3] Yael Amsterdamer, Susan B. Davidson, Tova Milo, Slava Novgorodov, Amit Somech: Ontology 
Assisted Crowd Mining. PVLDB 7(13): 1597-1600 (2014)

[4] Yael Amsterdamer, Susan B. Davidson, Tova Milo, Slava Novgorodov, Amit Somech: OASSIS: query 
driven crowd mining. SIGMOD Conference 2014: 589-600

[5] Yael Amsterdamer, Yael Grossman, Tova Milo, Pierre Senellart: Crowd mining. SIGMOD Conference 
2013: 241-252

[6] Lei Chen, Dongwon Lee, Tova Milo: Data-driven crowdsourcing: Management, mining, and 
applications. ICDE 2015: 1527-1529

[7] Vikas C. Raykar, Jeremy Magruder . Learning from the Crowd. JMLR 2010 Volume 122, Issue 563, 
Pages 957-989

[8] Aditya Parameswaran et. al Human-Assisted Graph Search: It’s Okay to Ask Questions VLDBJ 2011, 
Volume 4 Issue 5, Pages 267-278

[9] Barzan Mozafari , Purna Sarker, Michael Franklin, Michael Jordan, Samuel Madden Scaling Up 
Crowd-Sourcing to Very Large Datasets: A Case for Active Learning VLDB 2014. Volume 8 Issue 2.
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[10] Hannes Heikinheimo Antti Ukkonen The Crowd-Median Algorithm HCOMP 2013
[11] Hannes Ryan Gomes , Peter Welinder, Andreas Krause, Pietro Perona Crowdclustering NIPS 2011
Pages 558-566
[12] S. K. Kondreddi, P. Triantafillou, G. Weikum: Combining information extraction and human 
computing for crowdsourced knowledge acquisition. ICDE 2014
[13] Y. Zhuang, G. Li, Z. Zhong, J. Feng: Hike: A Hybrid Human-Machine Method for Entity Alignment in 
Large-Scale Knowledge Bases. CIKM 2017.
[14] G. Limaye, S. Sarawagi, and S. Chakrabarti. Annotating and searching web tables using entities, 
types and relationships. PVLDB, 2010.
[15] P. Venetis, A. Y. Halevy, J. Madhavan, M. Pasca, W. Shen, F. Wu, G. Miao, and C. Wu. Recovering 
semantics of tables on the web. PVLDB, 2011.
[16] Chengliang Chai, Ju Fan, Guoliang Li: Incentive-based Entity Collection using Crowdsourcing. ICDE 
2018
[17] Ju Fan,	Zhewei Wei,	Dongxiang	Zhang,	Jingru Yang,	and	Xiaoyong Du:	Distribution-Aware	Crowdsourced
Entity	Collection.	TKDE	2017
[18] Filipe Rodriguesl, Francisco Pereira Deep Learning from Crowds. AAAI 2018
[19]Yaosheng Yang, Meishan Zhang, Wenliang Chen, Wei Zhang Haofen Wang, Min Zhang. Adversarial 
Learning for Chinese NER from Crowd Annotations AAAI 2018
[20]Zhou Zhao, Da Yan, Wilfred Ng, Shi Gao. A Transfer Learning based Framework of Crowd-Selection
on Twitter. KDD’13, Pages 1514-1517
[21] Kyohei Atarashi, Satoshi Oyama, Masahito Kurihara Semi-supervised Learning from Crowds
Using Deep Generative Models AAAI’18
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Outline
◦ Crowdsourcing Overview (20min)
◦ Fundamental Techniques (90min)

– Quality Control (40min)
– Cost Control (30min)
– Latency Control (20min)

◦ Crowd-powered Data Mining (60min)
– Crowd-powered Pattern Mining (10min)
– Crowd-powered Classification (10min)
– Crowd-powered Clustering (10min)
– Crowd-powered Machine Learning (10min)

• Deep learning
• Transfer learning
• Semi-supervised learning

– Crowd-powered Knowledge Discovery (20min)
◦ Challenges (10min)

Part 1

Part 2
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The Crowdsourcing Challenges

◦ Benchmarking
◦ Large-Scale Data Annotation
◦ Outlier Detection
◦ Truth Inference
◦ Incentive Mechanism
◦ Scalability
◦ Privacy
◦Macro-Tasks

221
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1. Benchmarking
◦ Database Benchmarks

TPC-C, TPC-H, TPC-DI,…

◦ Crowdsourcing
No standard benchmarks

◦ Existing public datasets (link) are inadequate
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1. Benchmarking
◦ Existing public datasets are inadequate, because:

◦ Each task often receives 5 or less answers
◦ Most tasks are single-label tasks 
◦ Very few numeric tasks
◦ Lack ground truth 
◦ Expensive to get ground truth for 10K tasks
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2. Large-Scale Data Annotation

◦ Utilizing crowdsourcing to
annotate tuple-by-tuple
◦ Hard to scale to datasets

with tens of thousands to 
millions of tuples

◦ It is indispensable to obtain large-scale annotated 
datasets with high quality for many applications
◦ Creating large training sets for many DM tasks

224

Entity Matching

Canon		EOS	 40D		Digital		SLR		Camera		In	 Black		

Panasonic		Silver		Dect	6.0		Cordless		Telephone

Entity Extraction

Famous camera products including

Canon 40D		and Nikon D80

◦ Leverage labeling rules 
automatically generated
◦ Some rules may be noisy

and it is hard to consolidate
rules with diverse quality

Utilizing crowdsourcing for rule generation?
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3. Outlier Detection

◦ Machine only outlier detection methods may not work
well on many datasets.

◦ It is hard to select appropriate similarity metrics,
features and algorithms.

◦ Human can help, but it is challenging (1) to design
tasks to ask, (2) to guide human to infer the similarity
metrics, and (3) combine the results of different
approaches.
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4. Truth Inference
◦ Not fully solved

(Zheng et al. VLDB17)

◦ We have surveyed 20+ methods:

(1) No best method;

(2) The oldest method (David & Skene JRSS 1979) is 
the  most robust;

(3) No robust method for numeric tasks (the baseline 
“Mean” performs the best !)
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5. Incentive Mechanism

◦ Challenging Questions
◦ How to make the smallest possible payment to spammers
◦ How to design incentive-compatible mechanism
◦ How to support self-correction mechanisms
◦ …

◦ Existing crowdsourcing quality control
is based on fixed payment

◦ Can we design payment mechanisms 
to incentivize workers to work better?
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6. Scalability

◦ Hard to Scale in Crowdsourcing to 
tackle the 3Vs of Big Data?

◦ (1) workers are expensive;
(2) answers can be erroneous;
(3) existing works focus on specific problems, e.g., 
active learning (Mozafari et al. VLDB14), entity
matching (Gokhale et al. SIGMOD14).
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6. Scalability: Query Optimization
◦ Query Processing in Traditional RDBMS

Parser Logical 
Query Plan

Query
Rewriter

Physical
Query Plan

Query
Optimization
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6. Scalability: Query Optimization

◦ Query optimization in crowdsourcing is challenging:

(1) handle 3 optimization objectives 

(2) humans are more unpredictable than 
machines
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7. Privacy

◦ (1) Requester

Wants to protect the privacy 
of their tasks from workers  

e.g., tasks may contain 
sensitive attributes, e.g., 
medical data.
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7. Privacy

◦ (2) Workers

Want to have privacy-
preserving requirement &
worker profile

e.g., personal info of 
workers can be inferred 
from the worker’s
answers, e.g., location, 
gender, etc.
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8. Macro-Tasks

◦ Hard to perform big and complex tasks, e.g., 
writing an essay

(1) macro-tasks are hard to be split and
accomplished by multiple workers;
(2) workers may not be interested to perform a 
time-consuming macro-task.

Is Bill Gates currently 
the CEO of Microsoft ?

Yes No

Identify the sentiment of 
the tweet: …… 

Pos NegNeu

◦ Existing works focus on simple 
micro-tasks
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Thanks !
Q & A

Chengliang Chai
Tsinghua 

University

Ju Fan
Renmin

University

Jiannan Wang
SFU

Yudian Zheng
Twitter

Guoliang Li
Tsinghua 

University
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