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Abstract—Many important data management and analytics
tasks cannot be completely addressed by automated processes.
These tasks, such as entity resolution, sentiment analysis, and
image recognition can be enhanced through the use of human
cognitive ability. Crowdsouring is an effective way to harness the
capabilities of people (i.e., the crowd) to apply human computa-
tion for such tasks. Thus, crowdsourced data management has
become an area of increasing interest in research and industry.

We identify three important problems in crowdsourced data
management. (1) Quality Control: Workers may return noisy or
incorrect results so effective techniques are required to achieve
high quality; (2) Cost Control: The crowd is not free, and
cost control aims to reduce the monetary cost; (3) Latency
Control: The human workers can be slow, particularly compared
to automated computing time scales, so latency-control tech-
niques are required. There has been significant work addressing
these three factors for designing crowdsourced tasks, developing
crowdsourced data manipulation operators, and optimizing plans
consisting of multiple operators. We survey and synthesize a wide
spectrum of existing studies on crowdsourced data management.

I. INTRODUCTION

Existing algorithms cannot effectively address computer-
hard tasks such as entity resolution [21], and image recogni-
tion [22]. Crowdsourcing is an effective way to address such
tasks by utilizing hundreds of thousands of ordinary workers
(i.e., the crowd). Consider entity resolution as an example.
Suppose a user (called the “requester”) has a set of objects
and wants to find the objects that refer to the same entity,
perhaps using different names. Although this problem has
been studied for decades, traditional algorithms are still far
from perfect [20]. Alternatively, s/he can harness the crowd’s
ability to identify the same entity. To this end, the requester
first designs the tasks (e.g., a task for every pair of objects
that asks workers to indicate whether the two objects refer
to the same entity). Then the requester publishes their tasks
on a crowdsourcing platform. Workers who are willing to
perform such tasks (typically for pay or some other reward)
accept the tasks, answer them and submit the answers back
to the platform. The platform collects the answers and reports
them to the requester. There are several important problems
in crowdsourced data management as shown in Figure 1.
(1) Quality Control. Crowdsourcing may yield relatively low-
quality results or even noise. For example, a malicious worker
may intentionally give wrong answers. Workers may have
different levels of expertise, and an untrained worker may
be incapable of accomplishing certain tasks. To achieve high
quality, we need to tolerate crowd errors and infer high-quality
results from noisy answers. The first step of quality control
is to characterize a worker’s quality (called worker model-
ing) [30], [28], [29], [5]. Then based on the quality model of
workers, there are several strategies to improve quality. We can

eliminate the low-quality workers (called worker elimination),
assign a task to multiple workers and aggregate their answers
(called answer aggregation) [9], [26], [27], or assign tasks to
appropriate workers (called task assignment) [30].
(2) Cost Control. The crowd is not free, and if there are
large numbers of tasks, crowdsourcing can be expensive.
There are several effective cost-control techniques. The first
is pruning, which first uses computer algorithms to remove
some unnecessary tasks and then utilizes the crowd to answer
only the necessary tasks. The second is task selection, which
prioritizes which tasks to crowdsource. The third is answer
deduction, which crowdsources a subset of tasks and based
on the answers collected from the crowd, deduces the results
of other tasks. The fourth is sampling, which samples a subset
of tasks to crowdsource.
(3) Latency Control. Crowd answers may incur excessive
latency for several reasons: for example, workers may be
distracted or unavailable, the tasks may not be appealing
to enough workers, or the tasks might be difficult for most
workers. If the requester has a time constraint it is important to
control latency. There are several strategies for latency control.
The first is pricing. Usually a higher price attracts more
workers and can reduce the latency. The second is latency
modeling [21]. There are mainly two latency models: the round
model and the statistical model. (a) The round model leverages
the idea that tasks can be published in multiple rounds. If there
are enough active workers on the crowdsourcing platform, the
latency of answering tasks in each round can be regarded
as constant time. Thus the overall latency is modeled as the
number of rounds. (b) The statistical model is also used to
model latency, which leverages the collected statistics from
previous crowdsourcing tasks to build statistical models that
can capture the workers’ arrival time, the completion time, etc.
These derived models can then be used to predict and perhaps
adjust for expected latency.
Task Design. Given a task (e.g., entity resolution), task design
aims to design effective task types (e.g., devising a YES/NO
question and asking workers to select an answer). Task design
also needs to set the properties of tasks, e.g., deciding prices,
setting time constraint, and choosing quality-control methods.
Crowdsourced Operator And Optimization. A crowdsourc-
ing system can provide specialized operators for certain pur-
poses (Table I). For example, entity resolution can use a
crowdsourced join to find objects referring to the same entity.
In data extraction, we need to use crowdsourced selection
to select relevant data. In subjective comparison scenarios
we need to use crowdsourced sort to rank the results. Many
operator-specific techniques have been proposed to optimize
cost, quality, or latency in crowdsourcing environments.
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Fig. 1. Overview of Crowdsourced Data Management.
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Collection
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Quality Truth Inference

Cost Miscellaneous

Fill [15]
Quality Truth Inference

Cost Miscellaneous
Latency Pricing

Join
CrowdER [20]
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