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ABSTRACT

Crowdsourced top-k computation has attracted significant
attention recently, thanks to emerging crowdsourcing plat-
forms, e.g., Amazon Mechanical Turk and CrowdFlower.
Crowdsourced top-k algorithms ask the crowd to compare
the objects and infer the top-k objects based on the crowd-
sourced comparison results. The crowd may return incor-
rect answers, but traditional top-k algorithms cannot tol-
erate the errors from the crowd. To address this problem,
the database and machine-learning communities have inde-
pendently studied the crowdsourced top-k problem. The
database community proposes the heuristic-based solutions
while the machine-learning community proposes the learning-
based methods (e.g., maximum likelihood estimation). How-
ever, these two types of techniques have not been com-
pared systematically under the same experimental frame-
work. Thus it is rather difficult for a practitioner to de-
cide which algorithm should be adopted. Furthermore, the
experimental evaluation of existing studies has several weak-
nesses. Some methods assume the crowd returns high-quality
results and some algorithms are only tested on simulated ex-
periments. To alleviate these limitations, in this paper we
present a comprehensive comparison of crowdsourced top-k
algorithms. Using various synthetic and real datasets, we
evaluate each algorithm in terms of result quality and effi-
ciency on real crowdsourcing platforms. We reveal the char-
acteristics of different techniques and provide guidelines on
selecting appropriate algorithms for various scenarios.

1. INTRODUCTION

Given a set of objects, the top-k problem aims to find
the top-k best objects from the set. Due to its widespread
applications, top-k algorithms have been widely adopted in
many real-world systems, e.g., search engines and adver-
tisement systems. If the objects can be compared by ma-
chines, e.g., numerical values, existing deterministic top-k
algorithms can efficiently compute top-k objects, e.g., the
heap-based algorithms [5|. However in many real-world ap-
plications, the objects are rather hard to compare for ma-
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chines. For example, in image search, comparing the picture
clarity is hard for machines. As another example, in natural
language processing, comparing the understanding difficulty
between different sentences is also rather hard for machines.
Obviously these comparisons are easy for human. Thus,
crowdsourced top-k computation has been widely studied,
thanks to emerging crowdsourcing platforms, e.g., Amazon
Mechanical Turk and CrowdFlower. Crowdsourced top-k
algorithms ask the crowd to compare objects and infer the
top-k objects based on the crowdsourced comparison results.

As the crowd may return incorrect results, a natural prob-
lem is to obtain high-quality top-k answers by aggregat-
ing the inaccurate comparison results from the crowd. The
database community and machine-learning community have
independently studied the crowdsourced top-k problem. The
database community takes top-k as the basic operation in
databases and proposes heuristic-based solutions [9J18| while
the machine-learning community focuses on ranking docu-
ments/images and proposes learning-based methods (e.g.,
maximal likelihood estimation |4416], matrix decomposition
[11]). However, these two categories of techniques have not
been compared systematically under the same experimental
framework. Thus it is difficult for a practitioner to decide
which method should be adopted. Furthermore, the experi-
mental evaluation of existing studies has weaknesses. Some
methods assume the crowd returns high-quality results while
some algorithms are only tested on simulated experiments.

To address these problems, this paper presents a com-
prehensive comparison on crowdsourced top-k algorithms.
Most of existing studies utilize a comparison-based method
and employ a two-step strategy. The first step (called pair
selection) selects b object pairs and crowdsources them. And
the second step (called result inference) infers the top-k pairs
based on the comparison results of the crowdsourced pairs.
We make a comprehensive survey on both pair selection and
top-k inference algorithms. We also discuss other crowd-
sourced top-k algorithms. We evaluate all of the algorithms
on real crowdsourcing platforms.

To summarize, we make the following contributions. (1)
We provide a comprehensive survey on more than twenty
crowdsourced top-k algorithms. (2) We compare existing
crowdsourced top-k algorithms from different research com-
munities through extensive experiments with a variety of
synthetic and real datasets on real crowdsourcing platforms.
(3) We report comprehensive findings obtained from the ex-
periments. We provide new insights on the strengths and
weaknesses of existing algorithms that can guide practition-
ers to select appropriate algorithms for various scenarios.



2. PRELIMINARIES
2.1 Problem Formulation

DEFINITION 1  (CROWDSOURCED TOP-k PROBLEM).
Given an object set O = {01,02,-+- ,0n}, where the objects
are comparable but hard to compare by machines, find a k-
size object set R = {01,02,--+ ,0r} where o; is preferred to
o0j (denoted by o; > 05) for o; € R and oj € O —R.

Any comparison operation (>~) can be used to ask the
crowd to compare objects. For example, given six images,
we want to identify top-3 clearest ones. Obviously it is hard
to use machines to decide which image is clearer and we
need to utilize the crowd to compare the images. The goal
of devising crowdsourced algorithms is to identify the top-
k objects as accurate as possible and we will discuss two
metrics to quantify crowdsourced algorithms in Section [6.1]

2.2 Workflow

To utilize the crowd to find top-k objects, we need to
generate crowdsourced tasks. There are two widely-used
ways to generate crowdsourced tasks. The first is pairwise
comparison, which selects two objects and asks the crowd
to choose the preferred one. The second is rating, which se-
lects multiple objects and asks the crowd to assign a rate for
each object. The rating-based method has some weaknesses.
First, the crowd prefers pairwise comparisons to ratings as
the former is much easier. Second, it is rather hard for the
crowd to assign an accurate rate and the objects in differ-
ent rating groups may not be correctly compared. Thus
the rating-based method usually has a lower accuracy than
pairwise comparison [1214]. Due to these reasons, most of
existing works use pairwise comparisons |13|. We first focus
on pairwise comparisons, and then discuss hybrid methods
that combine ratings and pairwise comparisons |12]20].

3. PAIRWISE COMPARISONS

Given a set with n objects, if all pairs are crowdsourced,
there are (;‘) pairs. Due to the high monetary cost for the
crowd, it is not acceptable to enumerate all pairs for large
object sets. An alternative is to ask B pairs, where B is a
given budget. To achieve high recall, an iterative method
is widely adopted, where b pairs are crowdsourced in each
round. Based on the comparison results of the crowdsourced
pairs, it decides how to select b pairs in next round. Itera-
tively, it crowdsources B pairs in total and uses the compar-
ison results on these pairs to infer the top-k objects.

For each selected pair, a microtask is generated, which
asks the crowd to compare the pair. To reduce crowd errors,
each microtask is assigned to multiple workers and the final
result is aggregated based on the results of these workers,
e.g., weighted majority vote. Thus for each pair (0;,0;), two
numbers are reported from the crowd: M;;, M;;, where M;;
(Mj;) is the number of workers who prefer o; (0;) to 0; (0;).
An aggregated weight w;; is computed based on M;; and
Mji, e.g., 'LUZ'J':W%. We can use a graph to model the
comparison results of the crowdsourced pairs.

DEFINITION 2  (GRAPH MODEL). Given a set of crowd-
sourced pairs, a directed graph is constructed where nodes
are objects and edges are comparison results. For each pair
(0i,05), if the aggregated result is o; > o5 (e.g., ws; > %)7
there is a directed edge from o; to o; with weight w;;.

For example, consider the six objects in Figure [I, o1 >
02 = 03 = 04 = 05 = 0g. Assume seven pairs are crowd-
sourced and each pair is answered by 3 workers (see Fig-
ure . Mis = 2 and Ms; = 1 denote that two workers

Table 1: Notations Used In The Paper.

Notation

Description

o an object in set O

n the number of objects in set O

k the number of reported objects

b the budget of selected pairs in each round

L collected pairwise comparison results from the crowd
-

0; > 0; | 05 is preferred to o;
M;; the number of workers reporting o; > o,
M voting matrix collected from the crowd
Dij the probability of o; > o;
§ estimation matrix of the latent scores for all objects
Si s; = §[i], estimated score for object o;
0i variance of score for object o;
Nw the estimated accuracy for worker w
01 02 03 04 05 O
- 28 8 - 1 (=0 o
02 1 - - 3 3 -
03 o - - — 3 -
04 o 0 - — 3 -
o200 -2 (F—0—
O¢6 - - - - 1 -

Figure 1: Pairwise Result. Figure 2: Graph Model.

Algorithm 1: Crowdsourced Top-k Algorithm

Input: Objects O; Budget B; Budget in each round b
Output: top-k highest ranked objects R

1 U= All pairs in O; // unanswered pairs
2 £= ¢; // answered pairs

3 while B > 0 do

4 Q=PAIRSELECTION(O,b,E U);

5 Publish questions Q to the crowd ;

6 Collect answers from the crowd ;

7 E=E+QU=U—-Q;B=B-1b;
8 R=RESULTINFERENCE(O,E) ;

9 Return R;

prefer o1 to o2 and one worker prefers o2 to o1. If 0; > 05,
we says o; wins (o; loses) or o; is better than o; (o0; is worse
than o0;). Based on the crowdsourced answers, a graph is
constructed in Figure [2| Table |1 summarizes the notations.

The pairwise-comparison-based method contains two steps.
The first is result inference, which infers the top-k an-
swers based on the crowdsourced pairs. The second is pair
selection, which selects next b pairs based on the current
result. Algorithm [1| shows the pseudo code. It first selects b
pairs (line [d). Then it publishes these b pairs to the crowd
and collects the results (lines . Finally it infers the top-k
results (line. We will discuss the details of result inference
and pair selection in Sections [4] and [f] respectively.

4. RESULT INFERENCE

In this section, we discuss how to infer the top-k results.
We first discuss the heuristic-based algorithms in Section [£]]
and then introduce the machine-learning methods in Sec-
tion[22] Next we discuss how to extend heap-based methods
to infer the top-k results in Section Lastly, we present
the hybrid methods in Section [£:4]

4.1 Heuristic-Based Methods

Guo et al. prove that finding the maximal (top-1) ob-
ject is NP-Hard by a reduction from Kemeny rankings [9].
Thus inferring the top-k objects is also NP-Hard and many
heuristics are proposed to infer top-k objects.



4.1.1 Score-Based Algorithms

The score-based algorithms assign each object o; with a
score s; and the k objects with the largest scores are selected
as top-k answers. Next we discuss how to compute scores.
(1) Election Algorithms. The election algorithms that
determine the winner of an election can be used to com-
pute the score of an object. There are two famous election
algorithms BordaCount [1] and Copeland [17].

BordaCount [1|]. The score of o, is its out-degree d* (o;) (the
number of wins compared with its out-neighbors), i.e.,

Si =d+(0i). (1)

In our example, s; is 3 as 01 has 3 out-neighbors. The
scores of (01,02, 03,04, 05,06) are (3,2,1,1,1,0).
Copeland [17]. The score of object o; is its out-degree d* (0;)
minus its in-degree d” (0;) (the number of wins minus the
number of losses), i.e.,

S; = d+(0i) —d (07,) (2)

In our example, s is 1 as 02 has 2 out-neighbors and 1 in-
neighbor. The scores of (o1, 02, 03, 04,05, 06) are (3,1,0,—1,
—2,—1). The top-2 answers are o1 and o02.

(2) Max Algorithms. Guo et al. |9] proposed several
graph-based algorithms to compute the maximal object, which
can be used to assign a score for each object.

Local [9]. The two-election methods only consider the neigh-
bors of each object and cannot capture more information.
Local algorithm [9] is proposed to solve the max problem by
considering 2-hop neighbors and it can naturally be trans-
formed to address the top-k problem. Obviously if an object
has more 2-hop out-neighbors (i.e., its out-neighbors’ out-
neighbors), the object will beat more objects (based on tran-
sitivity), and thus the object has a larger score. Similarly, if
an object has more 2-hop in-neighbors (i.e., its in-neighbors’
in-neighbors), the object will be beaten by more objects, and
thus the object has a lower score. Accordingly, the overall
score of an object is computed as below.

8i = Miw — M. + Z Mj*_

0;€DT (o)

> My, (3

0; €D~ (04)

where Ml* = Zj Mij, MM = Zj Mji, and D+(Oi) is the
out-neighbor set of o; and D™ (0;) is the in-neighbor set of
0;. In our example, the score of 02 is (7T—2)4+(34+2)—1=9
and the score of 05 is (2—10)+1— (2+3+6) = —18. The
scores of (01,02, 03,04,05,06) are (20,9,1, -4, —18, —11).

Indegree [9]. It computes the score based on the bayesian
model. The probability of 0; > o; given M;; and Mj; is

P(M;j;, Mjilo; > 0;)P(0; > 05)
P(M;j, Mj;)

_ P(M;j, Mjilo; = 05)

 P(Mij, Mjiloi = 0j) + P(Mij, Mjiloj > 0i)’

P(oi =05 Mij, Mj:) =
(4)

Mij + M;i\ .. )
P(Mij, Mjiloi > o0j) = ( JA/—;. ’ )PM” (1 =p)";
M;; + Mjy; ®)
P(Mij, Mjiloj > 0:) = ( M ”) pMi (1 —p)Mi .
J
p is the estimated worker accuracy which is a fixed value.
Besides, it assumes P(o; > 0;) = P(o; < 0;). Then it

. Details
Top-k Algorithms Areal Input Output | Parameters|
BordaCount™ DB | Graph Score N/A
Copeland™ DB | Graph Score N/A
Local™ DB | Graph Score N/A
Heuristic Indegree™ DB | Graph ) Score N/A
(Local) ELO™ ML | Comparison Score H =32
BRE™ ML | Comparison Score N/A
URE™ ML | Comparison Score N/A
SSCO ML | Comparison Score q=0.1
SSSE ML | Comparison Score q=0.1
Iterative DB | Graph Subset | N/A
PathRank ML | Graph Subset | N/A
Heuristic | AdaptiveReduce | ML | Comparison Subset p=20.9
(Global) | MPageRank* DB | Graph Score c=
RankCentrality™ | ML | Graph Score N/A
SSRW* ML | Graph Score q=0.1
TrueSkill* ML | Comparison Score e=0
ML CrowdBT™ ML | Comparison Score A=0.5
CrowdGauss”™ ML | Comparison Score N/A
HodgeRank™ ML | Comparison Score N/A
Extension TwoStageHeap DB Comparison Subset X = Ok#
Rato + Combine™ ML | Rate+Compare| Score N/A
Compare Hybrid™* DB | Rate4+Compare| Score §=0.1
HybridMPR* DB | Rate+Graph Score B8 =0.6
Table 2: Details for top-k Inference Algorithms

(Methods with * can also be used for sorting.)
computes the score of object 0; as below.

S; :ZP(Oi FOleij,Mji)A (6)
J#i

Note that if o; and o; are not compared, P(0; > o;|M;j;, Mj;;) =
0.5. In our example, if we set p to 0.55 |9], the scores for
(01, 02,03,04,05,06) are (2.84,2.74,2.5,2.35,2.11, 2.45).
Modified PageRank(MPageRank) [9]. It extends the original
PageRank by considering the crowdsourced comparisons and
computes the score of each object as below.

. 1-c M .
si = pral] = — +CZM]_P7%71[J]7 (7
it Y

where pri[i] is the score of o; in the k-th iteration (initially
1

pri[i] = ) and ¢ is a damping factor and set to 1 by de-
fault). The scores are (0.5,0.5,5¢ ™!, 5e7 1 1.67e ™! 1.67e 1),
(3) Ranking Algorithms. There are some ranking-based
algorithms that focus on ranking documents,/images.
RankCentrality [15]. The algorithm adopts an iterative method
based on random walk. Its core component is to construct

an n X n transition matrix P, in which

P = dml,a,:c Wy ifi 7 (8)
- e s we ifi=j

dmax

where wj; is the weight of edge from o; to 0; and dynaz is the
maximum in-degree of a node (i.e., dmae = maxo, d”(0;)).
Then it initializes a 1 X n matrix § and computes § X P X
P x --- until convergence. The score of 0; is computed as
si = 8[i] where § = lim § x P". (9)
In our example, the scores for (o1, 02,03,04,05,06) are
(2.26,1.68,0.93,0.63,0.38,0.91).
Balanced Rank Estimation(BRE)/Unbalanced Rank Estima-
tion(URE) [19]. The score is computed based on the prob-
ability theory. The balanced rank estimation (BRE) con-
siders both incoming and outgoing edges. To compute the

score s;, it computes the relative difference of the number
of objects proceeding and succeeding o;:

= Z’L#J ]( ’ ) X Zbij(Qwij — 1).

S5 =
i#]

2an (10)



where « is the selection rate (i.e., a(;) pairs will be com-
pared); w;; = 1 if 0; > 0j; w;; = 0 otherwise; b;; = 1 if o;
and o; are compared by the crowd; b;; = 0 otherwise.

The unbalanced rank estimation (URE) computes the score
of 0; only based on its incoming edges. To compute the score
sj, it computes the number of objects proceeding o;:

S = %wawfj O(Zb”wz, (11)
i#j i#]

In our example, if we set the value of a to 1, then the
scores are (—0.25,—0.08,0,0.08,0.17,0.08) for BRE. And
the scores are (0,0.17,0.17,0.33,0.5,0.17) for URE.
ELO [6]. The ELO method is a chess ranking system, which
can be applied to address the pairwise top-k problem. The
basic idea is that, if object o; with higher ranking beats
another lower one oj, only a few points will be added to s;;
on the contrary, if o; wins, a lot of points will be added to
s;. Formally, each object o; is randomly assigned a score
s; initially. When o; is compared with o;, the two scores s;
and s; will be updated as below.

Si:Si—O—H(Ci— !

1+ 10(5_7»751')/400
1

Sj :Sj‘FH(l—Ci—W),

where H is a tuning parameter (set to 32 by default). C; =1

if 0; > 0j; C; = 0 otherwise. The scores are (97.3, 65.3,

50.7,36.2,23.6, 32.8) if the initial score is 50.

4.1.2 Iterative Reduce Top-k Algorithms
They iteratively eliminate lowly ranked objects that have
small possibilities in the top-k results, until k& objects left.

);
(12)

Iterative [9]. Guo et al. |[9] improve the max algorithm and
propose the iterative algorithm to improve the quality. It
first utilizes the score-based methods to compute the scores
of each object and then removes the half of the objects with
small scores. Next it re-computes the scores on the survived
objects and repeats the iterations until k£ objects left.

Eriksson et al. |7] propose two iterative reduce algorithms
which are devised to rank documents and images.
PathRank |7]. The main idea of PathRank is to perform
a “reverse” depth first search (DFS) for each node, which
traverses the graph by visiting the in-neighbors of each node.
If it finds a path with length larger than k, it eliminates the
object as k objects have already been better than the object.
However this method is not robust [7], because if not all
the comparisons are observed, due to missing edges, objects
ranked far from the top-k answers could potentially have no
more than k-paths observed, and non-top-k objects can also
be erroneously returned as an estimated top-k result.

AdaptiveReduce |[7]. Initially there are n objects. It
first randomly selects (16(p— £)~* + 32) log n objects as the
chosen set X., where p is the worker accuracy. Then it wants
to select an informative set and utilizes the set to eliminate
objects with small possibilities in the top-k answers. To this
end, it computes the voting count v; for each object o; in
the chosen set, i.e., v; = Z?:l M;;. Next, it computes a
subset of X, as the informative set X,, with voting count
between % and 2, ie., X, = {z € Xc: ¥ <v, < 3}
Based on X,, 1t computes the wining count ¢; of each
object o;, i.e., t; = > M. Then objects with wining
\Xv

zEXy
counts larger than will be kept, because they win many
objects in the 1nformat1ve set. Then, it repeats the above
steps using the survived objects until finding top-k objects.

Fekete et al. [3| propose bound-based methods for ranking
in recommendation systems and image si?rch, which build
several algorithms to identify top-k results from the matrix.
Sampling Strategy with Copeland’s Ranking(SSCO)
|3] selects the top-k rows with most entries above 0.5 as the
top-k results. Sampling Strategy with Sum of Expec-
tations (SSSE) [3] selects the top-k rows with the largest
average value as the top-k results. Sampling Strategy
based on Random Walk (SSRW) [3] first transfers the

Qij
> Q]li
and computes the principal eigenvectors (that belong to the

eigenvalue 1). Then it identifies the top-k rows with the
largest eigenvalues as the top-k answers.

4.2 Machine-Learning Methods

These methods assume that each object has a latent score
which follows a certain distribution. Then they utilize machine-
learning techniques to estimate the scores. Lastly, they se-
lect k objects with the largest scores as the top-k results.

4.2.1 Maximum Likelihood Estimation

CrowdBT with Bradley-Terry Model |2]|. This method
uses Bradley-Terry (BT) model to estimate the latent score |2].
In the BT model, the probability of o; > o0; is assumed as
% Then based on the crowdsourced comparisons, it
computes the latent scores by maximizing

S log(—S ), (13)

esi e’
0;=0;EL +

a stochastic matrix @ where Q;; = and devise

matrix Q to the stochastic matrix S where S;; =

where L is a set of crowdsourced comparison results.

However, the BT model does not consider the crowd qual-
ity. As different workers have different quality, it is very
important to tolerate errors in estimating the scores. To ad-
dress this problem, Chen et al. [4] propose the CrowdBT
model, which assumes that each worker w has a quality
Nw. That is, if worker w returns o; > oj, the probability
of 0; > 0j is nw and the probability of 0; > 0; is 1 — 1. In
addition, if the pairwise comparison graph is not strongly
connected, Equation [[3] may not get an accurate estimation
for the objects. To solve this problem, Chen et al. |[4] add a
virtual object to the comparison graph with comparisons to
other objects. The score for the virtual object is represented
by so. Then it computes the scores by maximizing

> X

e 55
log (1w, + (1 =nw) )+
w 0;=0;€ELy

9+eSJ + e

(14)

Sq

e
)\Z es0 4 esi )+10g(650 _;'_esi))’

where L,, is the set of comparison results by worker w.
CrowdGauss with Gaussian Model |16]. Pfeiffer et
al. |[16] propose CrowdGauss that uses the gaussian model
to estimate the score. It assumes that the score follows the
gaussian distribution, where the score is the mean of the
distribution. The probability of o; > oj, i.e., P(o; > 0;),
can be computed by the cumulative distribution function
(®) of the two standard gaussian distributions, i.e.,

P(Oi - 0]') = q)(Si — S]'). (15)
Then CrowdGauss computes the scores by maximizing

> My -log(®(si — s;)). (16)

o0 €L



4.2.2 Matrix Decomposition Based Method
HodgeRank |11]. In order to estimate a global order for
n objects, HodgeRank |11] utilizes a matrix decomposition
based technique. It first computes a preference matrix Y
based on the crowd’s answers, where

In(372) if i # 5 and My # 0
Yl]: 0 24

otherwise.
Then, it constructs another matrix X where X;; = s; —s;.
Lastly, it computes the score by minimizing

(17)

Y Xy =Yy)i= Y (si—si—-Yy)' o (18)
0;-0;€EL 0;-0;EL
4.2.3 Others

TrueSkill [10|. TrueSkill improves ELO by reducing the
number of iterations as ELO needs to repeat many times to
convergence. Different from ELO, the score of each object
0; is represented by a Gaussian distribution N(s;, d;), where
s; 1s the estimated score for o; and J; is the deviation of s;.
Let 8 = % denote the average deviation for all objects.
U and V are two monotonically decreasing functions, which
are used to update s; and 9;. U(Q, f) is the reward
score added to o; or the punishment score subtracted from
0;, where ¢ is a predefined parameter. V(sl = , ) indicates
the reduction of the deviation. For each comparison result
0; > 04, it updates the scores and deviations as below.

62 ; &3

S; —8; € i —8; €

s s+ (BT E, T

s<—s—|—c ( - c) Sj 8 . ( . c)
2 2 512 Sq Sj € 2 2 6? S; — 85 €
52'(*61"[170*2'])( c 72)];53'F5j [*cj‘v( P

(19)

where 8 = Z;'Léi, ¢ =4/28%+ 67 + 32, € is a predefined pa-

rameter, and s;, d; are learned from the crowdsourced pairs.

4.3 Extensions of Heap-Based Methods
TwoStageHeap [5]. A two-stage heap algorithm [5] is pro-
posed to extend heap-based algorithms to support crowd-
sourced top-k computation in databases. In the first phase,
the objects are divided into % buckets (where X = %) such
that the probability of two top-k objects appearing in the
same bucket is at most = (set to 0.1 by default). In each
bucket, a tournament based max algorithm [5] is conducted
to select the best object in the bucket. Each pair on top lev-
els of the tournament is compared multiple times and each
pair on low levels of the tournament is compared only once.
The second phase utilizes a heap-based method [8] to iden-
tify the top-k results from these best objects. To tolerate
errors, when constructing and re-heapifying the heap, each
pair is compared by multiple workers and the algorithm uses
the majority voting to obtain a combined preference. After
popping an object from the heap, the algorithm asks next
pairs following the re-heapifying order.

4.4 Combining Rating And Comparison

There are two algorithms |12J20] that combine rating and
comparison. The methods in |12 are initially designed to
find the maximal object, and they can be extended to ad-
dress the top-k problem. They utilize the rating and com-
parison results to learn the score for each object. For rating,
they pre-define 7 categories and each category x. has a range
(Ye—1,7e], where v < y1 < +-+ < 7y,. If the score of object
0; falls in (ve—1,7¢], 0; is in the category xe.

Pxelsi) =

Combine |20]. It first selects some rating and comparison
tasks, and then infers the scores based on these results. The
score for each object o; is modeled by s; + €;, where &; ~
N(O, 62), which is utilized to model crowd errors.

For rating, o; is in the category x. with probability of

’YXcisi)i

PT’('VXC—I <si+e; < ’yxc) = CI)( (I)('Yxcfl

— 8

(20)
where ® represents the Cumulative Density Function(CDF)
of standard Gaussian distribution. Then it constructs a vot-
ing matrix V based on the voting result, where V;; is the
number of times that o; is observed in the j-category.

It computes the probability of observing V' given s by:
n

=[] Pr(Vii, Via, -+, Vir|si)

:011_[1—[(@(%;51‘)_

where ¢; is a constant.
As g; has a normal distribution, the pairwise preference
can be modeled as,

(21)

@(76715_ Si ))Vi‘c

Si — 85
V26

For comparison, it constructs the comparison matrix M
and computes the probability of observing M by:

H PT'(M”,M]7,|SZ,S] —CQHq)

i<je€l,- 1#£]

P(o; = 0j) = Pr(s; + & > sj +¢;) = O( ) (22)

P(M|s) = J\Mij
(M) )
(23)
where cs is a constant.
Based on Pr(V|s) and Pr(M]|s), it computes Pr(s|V, M)
based on the bayesian theory and estimates the score by
§ = argmax Pr(s|V, M) (24)

Monte Carlo methods can be used to compute Equation[24}
but the computation cost is rather high. |20] approximates

Pr(s|V, M) by Pr(s|V, M,%), where 4 = arg max Pr(V, M|y).

Utilizing the Laplace approximation, an analytical form can
be formulated for Pr(V, M|y), and the maximum likelihood
estimation of v can be computed by gradient based opti-
mization methods. After obtaining -, s can be estimated by
maximizing a posteriori probability (MAP) estimation.
Hybrid |12]. It first crowdsources all rating tasks and then
selects some candidate objects with higher ratings. Then it
chooses some pairs from the candidates as comparison tasks.
The score of each object o; is modeled as a normal variable
N(si,6%). Given the rating results Er and comparison re-
sults Fc, it estimates the score by

§= argmsaxP(ER,EcLs) (25)

If the questions are answered independently, the above
function can be decomposed to

P(ER,Ec‘S) = P(E]ﬂS)P(Ec‘S)
P(Er P R] Si
o= [T )

n |Mij+Mj;|

pee =TT 11

P(C'f]|517 Sj)

)



where |R;| is the number of ratings for object o;, Rg is the
assigned category in the j-th rating (by assuming each cat-
egory has equal width and 79 = 0,7 = 1). Thus, the
probability that object o; lies in category x. is computed as

) Fsi,§2($) c=1
P(R] = xc|si) = F, 52(£) = F,, 52(<4) 1<c<T
1—F,, 52(<4) c=7

(27)
where F, 52(x) is the CDF of s; and 4.

Let ij denote the comparison result in the ¢-th compar-
ison for pair (0s,0;). Cf; = 0 if o; is superior to o;, and
P(C;; = 0) + P(Cs; = 1) = 1. Since o; and o; both follow
the normal distribution, 0; — 0; ~ N(s; — s;,25%),

P(Cf,j = 0|Si75j) = Fsifsj,252(0)' (28)

HybridMPR. However, the maximum likelihood estimation
is rather expensive, thus a modified PageRank approxima-
tion |12] is proposed to estimate the score for each object.
It defines the average rating score r; for each object o; as,

dv if |[R}|=0
Ty = RI 29
% — % otherwise (29)

where dv is a default value (e.g., 0.5) for the case of no rating
on 0;. Then the modified PageRank is defined as below,

=8 > pi+(1-p)

Jiw; #0 Wi

ri

Zj Ty

where  is the fraction of comparison questions to the total
questions, wj = Y. wjq, and w;; is defined as

(30)

1 if Mij +Mj; =0and r; >r;
w;i =40 it My; + Mj; =0andr <r; (31)
ﬁ otherwise

5. PAIR SELECTION

This section discusses different pair selection methods.
The random selection method that randomly selects next
b pairs is not effective [19]|, because different comparison
pairs have different importance to infer the results. For ex-
ample, in Figure [2] suppose we select pairs (01, 02), (02,05),
(01,05). As 01 > 02 and 02 > 05, (01,05) does not need
to be asked as its result can be deduced. Similarly, (o1, 06)
and (02, 06) do not need to be crowdsourced. Thus it is im-
portant to select high-quality pairs. We first introduce the
heuristic-based methods in Section [5.1] and then discuss the
bound-based methods in Section[5.2] Lastly, we discuss the
active-learning methods in Section [5.3]

5.1 Heuristic-Based Methods

Guo et al. [9] prove that selecting the pairs to maximize
the probability of obtaining the top-k results (given the com-
parison results of arbitrary crowdsourced pairs) is NP-Hard
and propose four heuristics, which are designed for selecting
the max (top-1) result. The proposed algorithms first com-
pute a score s; for object 0; (see Section [4.1). Suppose the
sorted objects based on the scores are 01,02, ,0n. Then,
the algorithms select the next b pairs as follows.
Max. It selects b pairs: (01,02), (01,03), -+, (01, 0p+1).
Group. It groups the i-th object with the (i + 1)-th object
and the selected pairs are (01, 02), (03,04), -+, (026—1, 02p).

Greedy. It selects the pairs based on s; X s; in descending
order, and selects b pairs with the largest value.
Complete. It has two phases. The first phase finds the
maximal number of objects and makes a pairwise compari-
son on them. Thus the first phase finds top-z objects with
the highest scores, where x is the largest integer satisfying
w < b. The first phase compares every two objects
among the first « objects. If the budget is not exhausted
in the first phase (i.e., b > %_1)), then the second phase
compares the first b — w objects with the (z + 1)-th
object, i.e., (01,0s+1), (02,0541)," "+, (0, HERN , Op41)-

5.2 Bound-Based Methods

SSCO and SSSE estimate a bound for each pair and utilize
the bound to select next pairs |3]. Formally, SSCO and SSSE
first compute a confidence interval [l;;,u;;], where l;; (us;)
is the lower (upper) bound of the probability of o; = oj,
which can be computed as below.

Mi; Py - Mi; — s
M;j; + Mn A M+ My

Ui =

(32)

2n2 nmaz

, Mmaz 18 a predefined

where clj—\/Q(MLJ+M]L) log
maximal number of crowdbourced tasks for each pair and ¢
is a confidence factor that top-k objects can be found with
probability 1—g. Based on the confidence interval, they se-
lect a set S and discard a set D. Since the relationships
between pairs in SU D have been effectively captured, these
pairs do not need to be compared. They propose two algo-
rithms to select pairs that are not in S U D.

Sampling Strategy with Copeland’s Ranking(SSCO)
|3]- Based on the confidence interval [l;;, u;;], it computes
a bound L; = [{o;|lij > 1/2}| of object 0;, which is the
number of objects with high probability of o; > o0;, and
a bound U; = [{o;|u;; < 1/2}| of object o0;, which is the
number of objects with high probability of o; > 0;. Given
two objects 0; and oy, if L; > n — Uj, 0; should be preferred
to o5. If [{j|Ls > n —U;}| > n —k (i.e., the number of
objects beaten by o; is larger than n — k), o; will have high
probability in the top-k results and is added into set S, i.e.,

S:{Oi: |{j|Li>n—Uj}|>n—k}. (33)

Similarly, if U; > n — Lj, o; should be preferred to o;. If
{j|Ui > n — L;}| > k (i.e., the number of objects preferred
to o; is larger than k), o; has small probability in the top-k
results and is added into the set D, i.e.,

D ={o; : {j|Ui >n— L;}| > k}. (34)

Sampling Strategy with Sum of Expectations(SSSE)
[3]- This method utilizes the sum of expectations to com-
pute the two bounds, and L; = ﬁ Zj# lij is the expec-
tation of lower bound of o; and U; = ﬁ Zj# ui; is the
expectation of upper bound of o;. If L; > Uj, 0; should be
preferred to o;. If |{j|L: > U;}| > n—k (i.e., the number of
objects beaten by o; is larger than n — k), o; will have high
probability in the top-k results and is added into set S, i.e.,

S = {oi: |{j|Li > U;}| > n—k}. (35)

Similarly, if U; < Lj, o; should be preferred to o;. If
{7|U: < L;}| > k (i.e., the number of objects preferred to



0; is larger than k), o; will have small probability in the
top-k results and is added into the set D, i.e.,

D = {oi : [{j|Ui < L;}| > k}. (36)

Sampling Strategy based on Random Walk(SSRW)
3] SSRW uses a random walk based method to select
next pairs. It defines a matrix Y, where each of its element
i iy = Mj;/[ffu])
preferred to o;. The real probabilities for pairwise compar-
isons are represented by matrix Y, and the accurate value for
matrix Y is unknown. To utilize random walk to address the
top-k problem, the method constructs a stochastic matrix

S for Y. Each element in S is computed as §; ; = Zi;?y]z

Besides, the stochastic matrix for Y is defined as S and

is the estimated probability that o; is

5 = Eyzii/i -. Assuming the principal eigenvectors for S
and S are ¥ and v. The method makes a statement that

v =7 lmas<Il S = S Il A% lmas (37)

where A% = (I — S +157)"' — 157, And | A% |max is
converged to || A#* |lmaz- As || A* ||;max is bounded, || S —
S [1< Fargmax;cij ., 4. To minimize Equation
a sampling strategy is used to minimize || S — S |1, and
it selects pairs (4,j) = argmax; jcij ., i, where ¢;; =

2n2nmaa

\/Q(Mijl-!-Mji) log q
5.3 Active-Learning Methods

Active-learning methods select next pairs by maximizing
the information gain based on the estimated latent scores.

5.3.1 Active Learning

CrowdGauss |16]. The scores can be modeled by a mul-
tivariate Gaussian distribution N(8,C), where §isa 1 X n
matrix indicating the score for all the objects (initialized by
random values), and C is the covariance matrix of § (C;; is
the value at 4-th row and j-th column). In each round of
pair selection, the expected information gain g;; for each
pair (04, 0;) is computed. For pair (0;,0;), N(§%,C%) is the
reevaluation distribution by assuming o; > 0;, and p;; is the
probability of 0; > o0, estimated in the previous iteration.
The expected information gain is computed as:

9ij = Pij - KL(N(éijaCij), N(.§,C)) + pji - KL(N(gji7cji)a N('§7C))7

(38)
where p;; = @ (W) and KL is the Kullback-
Leibler divergence. At each iteration, it selects the pair with

the largest expected information gain and updates § and C.

CrowdBT [4]. The above method does not consider the
worker quality. Chen et al. [4] propose an active-learning
method by taking into account the worker quality. The score
of object o; is modeled by a Gaussian distribution N (s;, d;)
and the quality of worker w is modeled by a Beta distribu-
tion Beta(auw, fw). Each time it computes the probability
of worker w on 0; = 0j, denoted by P(0; > 0;), as below.

s s

< + (1 = nw)

P(o; =w 0j) = Nw
(0 0]) n e + %

_ 39
esi + e%i ( )
It uses a parameter v to tune the comparison result and
worker quality. It assigns (0;, 0;) to worker w by maximizing
the probability of w reporting a correct result on (0;,0;).

5.3.2 Combining Rating and Pairwise Comparisons

Combine [20]. Instead of just utilizing pairwise compar-
isons, Ye et al. |20] propose an active-learning strategy by

combining rating and comparison together. Each time with
a budget b, it selects a subset of rating-based questions and
some comparison-based questions to maximize the expected
information gain Z*. The rating-based method asks the
crowd to assign an object to a rate, and the rating-based
information gain is computed as below.

M
. DPir
r(1) =E Pir log(———— 40
o) =B(3_pir o8P ) (40)
where p;, is the probability that the crowd assigns o; with
rate r. p(z;=r) is the prior probability for o; with rate r.
The comparison based information gain is computed as

p

9elis3) = E(pislog(o P s) qislog (L 2—5)), (41)

ij
where p;; is the probability of o; > o; based on crowdsourced
comparisons, ¢;; = 1 — pij, p(xs; = 1)(p(zi; = 0)) is the
prior probability of o; > 0; (0; > 0;). Assuming the cost for
rating (comparison) is C. (C.), which are set to 1, it selects
tasks with the maximal information gain.

6. EXPERIMENTAL STUDY

We evaluated all inference and selection methods. All
the source code and real datasets were available at http:
//dbgroup.cs.tsinghua.edu.cn/ligl/crowdtopk/.

6.1 Experimental Setting
6.1.1 Real Experiments

Existing works selected datasets based on the following
characters: difficulty (easy or hard for workers), task types
(images or texts), objective/subjective. We utilized these
features to select datasets and Table [3| showed the details.
PeopleAgsﬂ It included 50 human photos with ages from 50
to 100. We asked the crowd to judge which one was younger.
PeopleNum [12]. It contained 39 images taken in a mall.
Each image contained multiple people, where the number of
people varied from 13 to 53. We asked the crowd to judge
which one contained more people.
EventTime. It contained 100 history events, e.g., “Germany
invades Poland starting World War II” and “Napoleon de-
feated at Waterloo”. Each event happened in different years.
The crowd was asked to judge which event happened earlier.
ImageClarity. It contained 100 images with different clari-
ties. The crowd was asked to judge which image was clearer.

The datasets had different levels of difficulties. ImageClarity

was the easiest, and EventTime was the hardest. PeopleAge
and PeopleNum had medium difficulty. EventTime used tex-
tual tasks while ImageClarity, PeopleAge and PeopleNum
used image tasks. PeopleAge was subjective because differ-
ent workers might have different judgements on people age
while EventTime, PeopleNum and ImageClarity were objec-
tive as the tasks had clear answers.

We conducted the real experiments on a real crowdsourc-
ing platform, CrowdFlower(www.crowdflower.com). The price
of each microtask was 0.05$. To obtain high-quality workers,
we used 5 qualification tests on each dataset.

6.1.2 Simulation Experiments

To further evaluate different methods on larger datasets,
we generated a dataset with 1000 objects with scores from
1 to 1000 and there were totally 499,500 pairs. (Note that if
we used 10000 objects, there would be 49,995,000 pairs and
most of algorithms cannot support such large dataset.) We
varied the worker accuracy in {60%, 70%, 80%, 90%}.

. http://www.edouardjanssens.com/art/1-to-100-years/men/
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Figure 3: Recall on Simulation for Selected Inference Methods: Varying Selection Rate (1000 Objects, k = 10).
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Figure 4: ACC* on Simulation for Selected Inference Methods: Varying Selection Rate (1000 Objects, k = 10).

Table 3: Worker Accuracy on Real Datasets
(c-Accuracy: Comparison; r-Accuracy: Rating).

selection strategies in Section [6.3] Here we showed the re-
sults of selected representative methods from each categ(l)ﬁ

Datasets #Objects F##Pairs| c-Accuracy | #Ratings| r-Accuracy . .

Peoplehge 50 1995 8539 50 T00% and the resu}ts.of all the met'hods were in the full versio

Peoplelum 39 741 88.4% 39 71.8% For the heuristic-based algorithms, we selected Local, URE,

EventTime 100 4950 76.6% 100 89.4% SSRW, and Iterative as they achieved higher performance.
3 (07 (7 . .

ImageClarity| 100 4950 98.6% 100 97% For the machine-learning methods, we selected CrowdBT

6.1.3 Setting

Microtasks. For comparison-based methods, we generated
comparison tasks to compare each object pair. For hybrid
methods that combined rating and comparison, we used two
types of tasks: comparison and rating. The rating task asked
the worker to select a category for each object. We used five
categories for each dataset. For example, the five categories
on the PeopleAge dataset were ‘50-60’, ‘60-70°, ‘70-80’, ‘80-
90’, and ‘90-100’. Each task was assigned to 3 workers. For
comparison, we combined the comparison results of the 3
workers using majority vote and computed voted compar-
ison accuracy, denoted by c-accuracy. For rating, we used
the majority vote to combine the result and computed voted
rating accuracy, denoted by r-accuracy.

Quality Metrics. We used two metrics to evaluate the
quality. Let A* and T* respectively denote the top-k results
by an algorithms and the real top-k results. (1) Recall. It

k k
was computed by %. (2) ACC*. Tt considered the
orders of the returned results and was computed as

EOi,OjETkﬂAk H(aL < aj A tl < t])
k(k +1)/2

where t; was the real ranking position for object o; and a;
was the ranking position by the algorithm. I was a function,
which returned 1 if the condition was true; 0 otherwise.
Setting. All algorithms were implemented by Python 2.7.6.
The parameters were used the same as in the original paper
as shown in Table 2] All experiments were conducted on a
Macbook Pro with 2.3GHz Intel i7 CPU and 16GB RAM.

6.2 Evaluation of Inference Methods

The number of crowdsourced pairs could affect the quality
of inference methods. We varied the selection rate which was
the ratio of the number of selected pairs to the total number
of pairs, to compare the inference algorithms.

ACCF =

(42)

6.2.1 Simulation — Varying Selection Rate
We first compared the inference methods by randomly
selecting crowdsourced pairs, and then evaluated different

which outperformed other methods. For hybrid methods,
we selected Hybrid. We also compared with TwoStageHeap.
Thus we showed the results of these seven algorithms. Fig-
ure [3| showed the recall and Figure |4/ showed ACC*.

We had the following observations. First, for low worker
quality (e.g., the worker accuracy of 60%), all the algorithms
had low recall. For example, in Figure a), the recall for
most of the algorithms were smaller than 60%, because for
low worker accuracy, there were many incorrect comparisons
and it was hard to correct many errors.

Second, for high worker quality (e.g., the worker qual-
ity larger than 70%), the machine-learning methods outper-
formed most of the heuristic-based methods, as the machine-
learning methods utilized the global comparison results to
infer the top-k answers while the heuristic-based approaches
only used the local comparison results, e.g., in-degree and
out-degree. If the comparison results on local pairs were
incorrect, they would significantly affect the performance
while the machine-learning methods tolerated local errors.

Third, among the heuristic-based methods, the iterative
inference algorithms (e.g., lterative, AdaptiveReduce) were
better than the other heuristic inference algorithms(e.g.,
BordaCount, Copeland, Indegree, ELO), and even outperformed
the machine-learning algorithms, because the iterative algo-
rithms iteratively reduced objects that were unlikely in the
top-k answers. In addition, Local was better than Borda-
Count and Copeland, as Local utilized 2-hop neighbors while
BordaCount and Copeland only utilized the direct neighbors.

Fourth, TwoStageHeap was worse than others when the
worker accuracy was low, while it had a good performance
when the accuracy was high. The main reason was that for
low worker quality, it might miss some top-k£ candidates in
the first step due to the comparison errors from the crowd.
URE had a better performance than BRE when the average
worker accuracy was above 70%. URE was more robust than
BRE as URE computed the number of losses for each object,
rather than computing the relative difference of the number

2 http://dbgroup.cs.tsinghua.edu.cn/ligl/crowdtopk/topk.pdf
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Figure 5: Recall on Real Datasets for Selected Inference Methods: Varying Selection Rate (k = 10).
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Figure 6: ACC* on Real Datasets for Selected Inference Methods: Varying Selection Rate (k = 10).

of wins and losses for each specific object. As the number of
pairwise comparisons was not sufficient, the losses for each
object could bring more information than the relative differ-
ence of the wins and losses. Among the three bound-based
algorithms, SSCO and SSSE had poor performance as they
utilized local information to update the score matrix. SSRW
outperformed SSCO and SSSE, as SSRW utilized random
walk to capture global comparison results.

Fifth, for the machine-learning methods, CrowdBT out-
performed other methods. CrowdBT had better performance
than CrowdGauss, because CrowdBT not only considered the
worker quality, but also utilized the graph structure to facil-
itate the inference. HodgeRank and SSRW had lower recall,
because the matrix decomposition had deviations and led to
errors to compute latent scores.

Sixth, AdaptiveReduce had lower recall than other meth-
ods for small selection rates but achieved comparable and
even higher recall for large selection rates. This was be-
cause for small selection rates, AdaptiveReduce cannot get
high-quality informative set (which required to find a sub-
set with voting account between % and %", and there were
no enough comparisons for small rates); for large selection
rates, AdaptiveReduce identified a high-quality informative
set based on lots of comparison results. PathRank had poor
recall because it required that the graph was strongly con-
nected and had no circles, which made it not robust.

Seventh, for the hybrid algorithms, Hybrid achieved higher
performance for a low selection rate, because it greatly re-
duced the candidates with little cost and utilized global
pairwise comparisons in the second stage to infer the top-
k answers. Hybrid achieved a good performance for high
worker accuracy, because its quality was greatly affected by
the worker accuracy and if the worker accuracy was low,
its first stage could not guarantee that all the top-k objects
were selected into the candidates. Combine was worse than
Hybrid, as Combine did not consider worker accuracy. Hy-
bridMPR was worse than Hybrid because its estimated scores
were worse than the scores learned by Hybrid.

Eighth, with the increase of the selection rates, the com-
parison algorithms achieved higher recall, as more crowd-
sourced pairs were used to infer the final answers. However
for the hybrid method, the quality first increased and then
decreased, because for a larger selection rate, it involved
more candidates and the second phase had to consider more

pairs to infer the top-k results. The results were also con-
sistent with those in the original paper [12].

Ninth, ACC* was smaller than recall, as ACC* consid-
ered the orders of returned results. The methods computing
scores for each object were better than the adaptive-reduce
methods (e.g., AdaptiveReduce, PathRank, TwoStageHeap),
because the former used the score to infer an order for the
objects while the latter could not get any order.

Tenth, with the increase of selection rates, the recall in-
creased, but the improvement after 30% selection rates was
not significant. In other words, 30% selection rates had sim-
ilar recall with 100% selection rates. Thus if we had a mon-
etary budget, we could select 30% pairs.

Although machine-learning methods had higher recall than
some heuristic-based algorithms, the superiority was not sig-
nificant and they were even worse than lterative, as some
heuristics also considered global information. The heuris-
tics achieved as high recall as the machine-learning methods
if they effectively utilized global comparison results.

6.2.2 Real Experiments — Varying Selection Rate
We compared different algorithms on real datasets by vary-
ing selection rates. Figures[§and [f]illustrated the results for
the selected algorithms. We had the following observations.
First, the observations on the simulation experiments were
still true on the real datasets. On the EventTime dataset,
CrowdBT, CrowdGauss, TrueSkill had similar performance,
which outperformed other methods. Among all heuristic-
based methods, URE and SSRW had the highest recall, as
URE could tolerate more noise and SSRW could utilize global
information based on random walk. Second, on the PeopleAge
dataset, URE was slightly superior to the other methods, be-
cause if the noise mainly came from the dataset (as workers
had diverse judgements on people’s ages), the simple heuris-
tics could have a competitive performance with the machine-
learning methods. Third, on the ImageClarity dataset, the
algorithms based on random walk and maximum likelihood
estimation had much better recall than the heuristic-based
methods. For AdaptiveReduce, when the selection rate was
low, it got low recall; however with a high selection rate,
its performance was significantly improved, because if more
pairwise results were collected, AdaptiveReduce could utilize
more comparison results to do effective pruning. Fourth, on
the PeopleNum and ImageClarity datasets, as the workers’
accuracy was high, all the algorithms could get higher recall.
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For example, on the ImageClarity dataset, the recall could
reach 90%, even for small rates. Fifth, the hybrid method
achieved higher quality for small selection rates, as it used
rating to eliminate lowly ranked objects with little cost and
utilized the pairwise comparisons to compare highly ranked
objects. With the increase of the selection rate, more pairs
would be selected into the second stage, and more noise
were brought by these pairs. Sixth, for subjective tasks,
e.g., PeopleAge, we found that the quality could not be im-
proved even with a very high selection rate, because workers
had diverse judgements on images with close ages. For ob-
jective tasks, the quality was consistently improved with the
increase of selection rates.

6.2.3 Real Datasets — Varying k

We varied the number of reported results, k. Figure
showed the results. We found that a large k£ had higher recall
than a small k, as the crowd usually returned inaccurate
results for hard comparison pairs (with close scores) and
correct results for easy comparison pairs (with significantly
different scores). The ratio of incorrect pairs to k decreased
as k increased. Thus a small k£ was harder than a large k.

6.2.4 Real Datasets — Varying Object No

We varied the number of objects. Figure[§showed the re-
sults. We found that with the increase of the object number,
the recall of some algorithms decreased, because they had
to consider more pairs and it become harder to get top-k
results from a larger dataset (than a smaller dataset). This
was consistent with the case of decreasing k.

6.2.5 Efficiency And Scalability

We evaluated the efficiency of different algorithms. We
only reported the time used to infer the top-k answers and
the time spent by workers was not included. We generated
1000 objects as discussed in Section [6.1.2} Figure [J] showed
the results. First, the heuristics had higher efficiency and
scalability than the machine-learning algorithms, because
the latter involved huge computations of utilizing the global
comparison results to infer latent scores. Second, the local
inference heuristics had better efficiency and scalability than
the global inference heuristics. Third, with the increase of
selection rates, the time increased as they considered more
pairs. The machine-learning methods slightly increased as
they considered all pairs for every selection rate.
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Figure 9: Efficiency/Scalability for Inference.

6.2.6 lakeaways: Inference Algorithm Suggestions
We had the following suggestions that can guide practi-
tioners to select appropriate inference algorithms.
(1) If the user preferred high quality with small selection
rates, the Hybrid method was recommended; If the user pre-
ferred a higher quality with larger selection rates, we recom-
mended the machine-learning algorithms, e.g., CrowdBT.
(2) If the user preferred high quality with high efficiency, we
recommended iterative inference heuristics, e.g., lterative.
(3) If efficiency was crucial, we recommended TwoStageHeap.
(4) We recommended 30% selection rate.

6.3 Evaluation on Selection Methods
6.3.1 Real Datasets — Varying Selection Rate

We first varied the selection rates. For each selection rate,
we utilized different methods to select pairs and adopted dif-
ferent inference algorithms to infer the top-k answers based
on comparison results on these selected pairs. Figures
showed the results for using CrowdBT and Iterative as
inference methods. We had the following observations.

First, the active-learning methods had higher quality than
random selection on all the datasets, because they judi-
ciously selected the pairs with high possibility in the top-k
results, which were better than the randomly chosen ones.
Second, the four heuristics were even worse than the random
method, as these four methods were specifically devised to
select the top-1 object and cannot effectively find the top-
k objects. Even for large selection rates, they still could
not achieve high quality, as they selected many duplicated
pairs. Third, SSCO, SSSE and SSRW were slightly better
than Random, because they could use the estimated scores
to remove some unnecessary pairs but they could not esti-
mate an accurate bound with limited number of compar-
isons. Fourth, Combine achieved high quality as it utilized
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the rating tasks to select high-quality rating or comparison 6.3.4 Efficiency and Scalability
tasks. Fifth, the recall of the selection methods became sta- We evaluated the efficiency and scalability of the selection
ble when the selection rates were larger than 30% on all algorithms. In each iteration, we selected 10 pairs. Fig-
the datasets, because the selection strategy was not impor- ure showed the results. The four heuristics had much
tant for large selection rates as they could utilize more pairs. higher efficiency and scalability than other methods, as the
Sixth, on the PeopleNum and ImageClarity datasets, the re- heuristics only sorted the objects based on their scores and
call of all the methods were high even with a low selection returned the pairs with the highest scores. The active-
rate due to the high worker accuracy on these datasets. learning algorithms had the worst efficiency and scalabil-
6.3.2 Real Datasets — Varying k ity, because they had to evaluate all the unselected pairs.
We varied the number of reported results, k. We used .Speciﬁca.lly, C!'odeauss involved huge matrix computation
CrowdBT as the inference method. Figureshowed the re- n eaf:h iteration. CrowdBT enumeratgd al% possible com-
sults. With a larger k, the average recall was higher, because binations of tasks and workers. Combine did not consider

a large k made the problem easy as the comparisons on many v&.forkers. and identified the tasks with the largest informa-
distinctively different objects were easier than the compar- tion gain. Among the three bound-based methods, SSCO

isons on few similar objects. In addition, the active-learning ar.ldhss SE had highel;l.elfﬁgiselr?l\(;\}/f as E{hley only .founithesrsocwos
methods and bound-based methods still outperformed Ran- with high bounds, while took longer time than

10% 20% 30% 40% 50% 60% 70% 80% 90%100%
Selection Rate(ImageClarity)

dom, which was better than the heuristics.

6.3.3 Real Datasets — Varying Object No

We varied the number of objects and still used CrowdBT
as the inference method. The selection rate was 30%. Fig-
ure showed the results. With the increase of the object
number, the average recall was slightly decreased, because
more objects were involved, which made the problem harder.
This was also similar to the case of increasing k.

and SSSE because SSRW evaluated all the unselected pairs.

6.3.5 Takeaways: Selection Algorithm Suggestions
We had the following suggestions that can guide prac-
titioners to select appropriate selection algorithms. (1) If
the user preferred high quality, the active-learning method
CrowdBT was recommended. (2) If the user preferred high
efficiency, we recommended SSCO/SSSE. (3) For large selec-
tion rates (>30%), the random method was acceptable.
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APPENDIX
A. EXPERIMENTAL RESULTS FOR RANKING

We showed the experimental results for top-k computations on all algorithms.

(a) c-Accuracy=63.85% r-Accuracy=66.9%.

(b) c-Accuracy="77.45% r-Accuracy="73.9%.

Top-k Algorithms

Sample Rate

Top-k Algorithms

Sample Rate

20% | 40% | 60% | 80% 20% | 40% [ 60% [ 80% | 10074
BordaCount 0.12]0.16 [ 0.2 [ 0.23 BordaCount 0.181 02403 [036] 04
Copeland 0.18 1 0.24 | 0.28 | 0.32 | O. Copeland 0.27 1 0.35| 04 | 043 ]| 0.42
Local 0.14 | 0.18 | 0.2 0.22 | 0.24 Local 0.25 ] 0.32 | 0.38 | 0.43 | 0.46
ot Indegree 0.13 | 0.18 | 0.18 | 0.18 | 0.2 ‘b Indegree 024103 |034]038]| 04
?L?gﬁ)m ELO 0.17 [ 019 | 0.2 | 0.18 | 0.19 Eﬁlcﬁ;m ELO 027 (02903 | 02903
BRE 0.17 1 0.24 | 0.29 | 0.3 0.3 BRE 0.22 | 0.3 0.35 | 0.41 | 0.45
URE 0.15 | 0.2 0.25 | 0.27 | 0.37 URE 0.26 | 0.3 0.34 | 0.37 | 0.43
SSCO 0.15 | 0.19 | 0.23 | 0.26 | 0.27 SSCO 0.19 ] 0.23 | 0.25 | 0.29 | 0.31
SSSE 0.13 | 0.16 | 0.21 | 0.25 | 0.3 SSSE 0.15 ] 0.19 | 0.22 | 0.25 | 0.35
[terative 0.3 0.44| 0.54] 0.62| 0.67 [terative 0.6 0.73 ] 0.8 | 0.84| 0.88
PathRank 0.01 | 0.0 0.01 | 0.01 | 0.02 PathRank 0.01 | 0.01 | 0.01 | 0.01 | 0.0
Heuristic | AdaptiveReduce | 0.01 | 0.16 | 0.16 | 0.39 | 0.65 || Heuristic | AdaptiveReduce | 0.01 | 0.25 | 0.28 | 0.76 | 0.83
(Global) MPageRank 0.15 | 0.24 | 0.29 | 0.38 | 0.38 || (Global) MPageRank 0.33 | 0.42 | 0.57 | 0.59 | 0.7
RankCentrality | 0.15 | 0.21 | 0.26 | 0.33 | 0.35 RankCentrality | 0.22 | 0.35 | 0.45 | 0.46 | 0.55
SSRW 0.12 | 0.13 | 0.13 | 0.1 0.2 SSRW 0.28 | 0.32 | 0.37 | 0.38 | 0.51
TrueSkill 0.15 | 0.25 | 0.29 | 0.35 | 0.45 TrueSkill 0.25 ] 0.4 0.45 | 0.55 | 0.62
ML CrowdBT 0.23 ] 0.42 | 0.51 | 0.55 | 0.64 ML CrowdBT 0.55 | 0.75| 0.8 | 0.82 | 0.9
CrowdGauss 0.26 | 0.31 | 0.35 | 0.38 | 0.41 CrowdGauss 0.36 | 0.43 | 0.5 | 0.52 | 0.58
HodgeRank 0.23 ] 0.28 | 0.31 | 0.34 | 0.37 HodgeRank 0.47 | 0.52 | 0.56 | 0.61 | 0.63
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(¢)c-Accuracy=88.70% r-Accuracy=83.5% (d)c-Accuracy=96.43% r-Accuracy=91.9%.
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BordaCount 02203 [0.38]0.47] 0.63 BordaCount 0.24033[ 041051 0.78
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Local 0.32 ] 0.42 | 0.5 0.58 | 0.65 Local 0.35 | 0.47 | 0.55 | 0.65 | 0.85
ot Indegree 0.22 1 0.34 | 0.36 | 0.48 | 0.5 ot Indegree 0.33 ] 0.41 | 0.53 | 0.63 | 0.9
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URE 0.38 | 0.46 | 0.51 | 0.56 | 0.6 URE 0.62 | 0.7 | 0.75 | 0.79 | 0.77
SSCO 0.19 | 0.25 | 0.3 0.35 | 0.41 SSCO 0.22 | 0.3 0.36 | 0.43 | 0.56
SSSE 0.18 | 0.26 | 0.29 | 0.34 | 0.42 SSSE 0.24 | 0.3 0.38 | 0.44 | 0.6
[terative 0.75 ] 0.85] 0.89 | 0.92 [ 0.95 [terative 081 [ 0.89 1 0.93]0.96 [ 0.98
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(Global) MPageRank 0.56 | 0.69 | 0.72 | 0.8 0.9 (Global) MPageRank 0.67 | 0.8 0.85 ] 0.93 | 1.0
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CrowdGauss 0.41 | 0.52 | 0.6 0.66 | 0.72 CrowdGauss 0.44 | 0.55 | 0.65 | 0.75 | 0.89
HodgeRank 0.49 | 0.58 | 0.64 | 0.66 | 0.7 HodgeRank 0.59 | 0.69 | 0.72 | 0.77 | 0.8
Extension | TwoStageHeap | 0.45 | 0.53 | 0.68 | 0.72 | 0.71 || Extension | TwoStageHeap | 0.73 | 0.74 [ 0.82 [ 0.82 | 0.89
Rate + Comb!ne 0.3 0.4 0.45 | 0.56 | 0.6 Rate + Comb!ne 0.35 ] 0.52 | 0.62 | 0.65 | 0.7
Compare Hybrid 0.8 | 0.75 | 0.7 0.6 0.56 Compare H){brld 0.9 | 0.87 ] 0.85| 0.8 0.77
HybridMPR 0.74 | 0.72 | 0.65 | 0.62 | 0.6 HybridMPR 0.8 0.76 | 0.76 | 0.72 | 0.7

Figure 17: Recall on Simulation for All Inference Methods: Varying Selection Rate (1000 Objects).



(a) c-Accuracy=63.85% r-Accuracy=66.9%. (b) c-Accuracy="77.45% r-Accuracy=73.9%.

. Sample Rate . Sample Rate
Top-k Algorithms 20% [ 40% | 60% | 80% | 100% Top-k Algorithms 20% [ 40% | 60% | 80% | 100%
BordaCount 0.0 0.01 | 0.01 | 0.02 | 0.02 BordaCount 0.01 | 0.02 | 0.03 | 0.05 | 0.08
Copeland 0.01 | 0.02 | 0.04 | 0.05 | 0.07 Copeland 0.03 | 0.05 | 0.06 | 0.07 | 0.07
Local 0.01 | 0.01 | 0.01 | 0.02 | 0.01 Local 0.03 | 0.04 | 0.06 | 0.07 | 0.07
st Indegree 0.01 | 0.01 | 0.01 | 0.01 | 0.0 st Indegree 0.04 | 0.06 | 0.1 0.12 | 0.09
?Le;;?;w ELO 0.01 | 0.01 | 0.01 | 0.01 | 0.0 gf:(f;?;m ELO 0.03 | 0.03 | 0.04 | 0.04 | 0.02
BRE 0.01 | 0.02 | 0.03 | 0.03 | 0.03 BRE 0.02 | 0.03 | 0.05 | 0.06 | 0.07
URE 0.01 | 0.01 | 0.02 | 0.02 | 0.03 URE 0.02 | 0.03 | 0.04 | 0.04 | 0.05
SSCO 0.01 | 0.01 | 0.01 | 0.02 | 0.02 SSCO 0.02 | 0.04 | 0.06 | 0.06 | 0.05
SSSE 0.0 0.01 | 0.02 | 0.03 | 0.04 SSSE 0.01 | 0.01 | 0.02 | 0.02 | 0.06
[terative 0.04 1 0.08 [ 0.12] 0.16] 0.18 [terative 0.14 1 0.22 | 0.26] 0.29 | 0.31
PathRank 0.0 0.0 0.0 0.0 0.0 PathRank 0.0 0.0 0.0 0.0 0.0
Heuristic | AdaptiveReduce | 0.0 | 0.01 | 0.01 | 0.06 | 0.2 Heuristic | AdaptiveReduce | 0.0 | 0.03 | 0.03 | 0.31]| 0.4
(Global) MPageRank 0.01 | 0.01 | 0.01 | 0.02 | 0.04 || (Global) MPageRank 0.08 | 0.11 | 0.15 | 0.22 | 0.22
RankCentrality | 0.0 0.02 | 0.04 | 0.05 | 0.05 RankCentrality | 0.02 | 0.05 | 0.08 | 0.08 | 0.25
SSRW 0.0 0.01 | 0.02 | 0.05 | 0.06 SSRW 0.04 | 0.04 | 0.05 | 0.06 | 0.24
TrueSkill 0.0 0.01 | 0.02 | 0.02 | 0.03 TrueSkill 0.02 | 0.02 | 0.02 | 0.03 | 0.06
ML CrowdBT 0.02 | 0.04 | 0.06 | 0.09 | 0.13 ML CrowdBT 0.04 | 0.05 | 0.2 0.28 | 0.42
CrowdGauss 0.01 | 0.02 | 0.03 | 0.04 | 0.06 CrowdGauss 0.04 | 0.03 | 0.05| 0.09 | 0.12
HodgeRank 0.01 | 0.01 | 0.03 | 0.05 | 0.08 HodgeRank 0.03 | 0.05 | 0.03 | 0.1 0.11
Extension | TwoStageHeap | 0.01 | 0.02 | 0.02 | 0.02 | 0.03 || Extension | TwoStageHeap | 0.05 | 0.06 | 0.08 | 0.07 | 0.08
Rate | Combine 0.01 | 0.03 | 0.05 | 0.04 | 0.06 Rate | Comb!ne 0.03 | 0.04 | 0.05 | 0.08 | 0.1
Compare Hybrid 0.15| 0.13 | 0.03 | 0.02 | 0.03 Compare H){brld 0.27| 0.25]| 0.24 | 0.2 0.12
HybridMPR 0.14 | 0.14| 0.05 | 0.02 | 0.02 HybridMPR 0.2 0.15 | 0.14 | 0.13 | 0.13
(c)c-Accuracy==88.70% r-Accuracy==83.5%. (d)c-Accuracy=96.43% r-Accuracy=91.9%.
. Sample Rate . Sample Rate
Top-k Algorithms 20% | 40% | 60% | 80% | 100% Top-k Algorithms 20% | 40% | 60% | 80% | 100%
BordaCount 0.02 | 0.03] 0.06 | 0.09 | 0.2 BordaCount 0.02 ] 0.04]0.07] 0.11 | 0.35
Copeland 0.04 | 0.06 | 0.09 | 0.13 | 0.16 Copeland 0.05 | 0.09 | 0.14 | 0.22 | 0.32
Local 0.04 | 0.07 | 0.1 0.15 | 0.14 Local 0.05 ] 0.09| 0.13 ] 0.19| 04
Ee Indegree 0.04 | 0.06 | 0.08 | 0.14 | 0.18 ot Indegree 0.06 | 0.12 | 0.14 | 0.26 | 0.42
?Le;“‘cr;?;lc ELO 0.03 [ 0.09 | 0.1 | 0.07 | 0.08 ?Le;lcrﬁ;lc ELO 0.08 | 0.17 | 0.19 | 0.29 | 0.25
BRE 0.03 | 0.05 | 0.06 | 0.07 | 0.06 BRE 0.05 | 0.09 | 0.14 | 0.2 0.3
URE 0.05 | 0.08 | 0.11 | 0.14 | 0.2 URE 0.13 ] 0.22 | 0.26 | 0.31 | 0.29
SSCO 0.02 | 0.04 | 0.05 | 0.09 | 0.1 SSCO 0.02 | 0.03 | 0.05 | 0.06 | 0.1
SSSE 0.01 | 0.02 | 0.03 | 0.03 | 0.08 SSSE 0.03 | 0.06 | 0.09 | 0.1 0.12
[terative 0.22 1 0.29 | 0.33 | 0.33 | 0.36 [terative 0.2710.32]0.36 | 0.37 [ 0.39
PathRank 00 |00 [00 |00 |O0.0 PathRank 00 |00 [00 |00 |O0.0
Heuristic | AdaptiveReduce | 0.0 | 0.04 | 0.26 | 0.45 | 0.5 Heuristic | AdaptiveReduce | 0.0 | 0.04 | 0.31 | 0.59 | 0.63
(Global) MPageRank 0.13 | 0.18 | 0.27 | 0.35 | 0.44 || (Global) MPageRank 0.24 | 0.36 | 0.5 | 0.54 | 0.65
RankCentrality | 0.04 | 0.08 | 0.14 | 0.16 | 0.35 RankCentrality | 0.07 | 0.11 | 0.18 | 0.23 | 0.35
SSRW 0.01 | 0.12 | 0.1 0.15 | 0.36 SSRW 0.16 | 0.19 | 0.23 | 0.23 | 0.24
TrueSKkill 0.04 | 0.08 | 0.09 | 0.11 | 0.15 TrueSKkill 0.1 0.12 ] 0.21 | 0.25 | 0.27
ML CrowdBT 0.29 | 0.4 | 0.45| 0.48| 0.53 ML CrowdBT 0.32 | 0.51| 0.55| 0.68| 0.77
CrowdGauss 0.06 | 0.07 | 0.13 | 0.08 | 0.22 CrowdGauss 0.06 | 0.09 | 0.12 | 0.19 | 0.29
HodgeRank 0.05 | 0.12 | 0.16 | 0.21 | 0.16 HodgeRank 0.17 ] 0.24 | 0.35 | 0.35 | 0.36
Extension | TwoStageHeap | 0.16 | 0.23 | 0.25 | 0.28 | 0.35 || Extension | TwoStageHeap | 0.27 [ 0.3 [ 0.35 [ 0.39 | 0.45
Rate + Combine 0.08 | 0.11 | 0.14 | 0.15 ] 0.21 Rate + Comb!ne 0.06 | 0.08 | 0.11 | 0.16 | 0.24
Compare Hybrid 0.33| 0.32 | 0.27 | 0.25 | 0.16 Compare Hybrid 0.42| 0.37 | 0.32 | 0.28 | 0.2
HybridMPR 0.32 ] 0.25 | 0.16 | 0.15 | 0.14 HybridMPR 0.38 | 0.35 | 0.23 | 0.22 | 0.21

Figure 18: ACC* on Simulation for All Inference Methods: Varying Selection Rate (1000 Objects).
g




(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ).

(b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

Selection Rate

Selection Rate

Top-k Algorithms 20% [ 40% [ 60% | 80% [ 100% Top-k Algorithms 0% [ 40% [ 60% | 80% [ 100%
BordaCount 034104 | 044[048]0.6 BordaCount 0.59 [ 0.65] 0.68] 0.7 | 0.7
Copeland 0.57 | 0.68 | 0.75 | 0.8 | 0.8 Copeland 0.66 | 0.69 | 0.7 | 0.72| 0.7
Local 0.54 | 0.66 | 0.72 | 0.77 | 0.8 Local 0.62 | 0.67 | 0.7 0.72] 0.7
st Indegree 0.32 | 0.37| 042 | 045 | 0.5 fot Indegree 0.56 | 0.63 | 0.67 | 0.7 | 0.7
%scrﬁ)“c ELO 0.57 | 0.71 | 0.78 | 0.83 | 0.86 %{Eﬁ;m ELO 0.63 | 0.68 | 0.7 | 0.71 | 0.7
BRE 0.57 | 0.68 | 0.75 | 0.8 0.8 BRE 0.66 | 0.69 | 0.7 0.71 | 0.7
URE 0.77 | 0.84 | 0.88| 0.9 | 0.9 URE 0.7 0.72| 0.72] 0.72| 0.7
SSCO 0.3310.35] 037|039 04 SSCO 0.62 | 0.67 | 0.7 0.72| 0.7
SSSE 0.33 1 0.35| 0.36 | 0.38 | 0.4 SSSE 0.62 | 0.67 | 0.69 | 0.72| 0.7
[terative 0.58 | 0.67 | 0.73 | 0.8 0.9 [terative 0.68 [ 0.7 | 0.7 0.7 0.7
PathRank 0.1 0.11 | 0.11 | 0.12 | 0.13 PathRank 0.26 | 0.27 | 0.28 | 0.28 | 0.3
Heuristic | AdaptiveReduce | 0.1 | 0.46 | 0.5 | 0.51 | 0.75 Heuristic | AdaptiveReduce | 0.25 | 0.68 | 0.69 | 0.7 | 0.7
(Global) MPageRank 0.44 | 0.53 | 0.58 | 0.67 | 0.7 (Global) MPageRank 0.64 | 0.68 | 0.72| 0.71 | 0.7
RankCentrality | 0.56 | 0.68 | 0.78 | 0.8 | 0.8 RankCentrality | 0.64 | 0.69 | 0.7 | 0.7 | 0.7
SSRW 0.69 | 0.79 | 0.83 | 0.87 | 0.88 SSRW 0.69 | 0.7 | 0.7 0.69 | 0.7
TrueSkill 0.72 1 0.83 | 0.87 | 0.89 | 0.9 TrueSKkill 0.68 | 0.71 | 0.7 0.71 | 0.7
ML CrowdBT 0.77 | 0.81 | 0.88| 0.89 | 0.9 ML CrowdBT 0.68 | 0.7 0.71 | 0.71 | 0.7
CrowdGauss 0.74 | 0.85| 0.88| 0.88 | 0.9 CrowdGauss 0.67 | 0.71 | 0.71 | 0.71 | 0.7
HodgeRank 0.64 | 0.77 | 0.84 | 0.86 | 0.9 HodgeRank 0.61 | 0.67 | 0.7 | 0.72| 0.7
Extension | TwoStageHeap | 0.43 | 0.48 | 0.56 | 0.63 | 0.73 Extension | TwoStageHeap | 0.68 | 0.68 | 0.69 | 0.68 | 0.68
Rate - Combine 0.56 | 0.57 | 0.58 | 0.65 | 0.7 Rate 1 Combine 0.57 | 0.65 | 0.67 | 0.69 | 0.7
o Hybrid 0.8 | 0.67 | 0.62| 0.63| 0.6 o Hybrid 0.71/ 0.7 | 0.7 | 0.7 | 0.68
p HybridMPR 0.75 | 0.65 | 0.58 | 0.57 | 0.56 b HybridMPR 0.7 0.68 | 0.67 | 0.65 | 0.63
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).
Ton-k Algorithms Selection Rate Ton-k Algorithms Selection Rate
p-x Als 20% | 40% | 60% | 80% | 100% P A°8 20% | 40% | 60% | 80% [ 100%
BordaCount 0.7 10781 0.84[0.89[ 0.9 BordaCount 0.52]062] 07 [0.78]0.9
Copeland 0.78 1 0.85| 0.89 | 0.91 | 0.9 Copeland 0.65 | 0.75 | 0.83 | 0.89 | 1.0
Local 0.71 1 0.83 ] 0.88 | 0.91 | 0.9 Local 0.64 | 0.75| 0.82 | 0.88 | 1.0
- Indegree 0.67 | 0.76 | 0.83 | 0.88 | 0.9 ‘ot Indegree 049 | 0.6 | 0.68 | 0.76 | 0.8
?Le;g;f)“c ELO 0.76 | 0.84 | 0.88 | 0.91 | 0.9 ?Lescr;?;m ELO 0.65 | 0.78 | 0.86 | 0.92 | 0.98
BRE 0.78 1 0.85 1 0.89 | 0.92 | 0.9 BRE 0.66 | 0.75 | 0.83 | 0.88 | 1.0
URE 0.81 | 0.86 | 0.9 0.92 | 0.9 URE 0.8 0.87 1091 1] 095 | 1.0
SSCO 0.73 | 0.8 0.84 | 0.86 | 0.9 SSCO 0.54 | 0.63 | 0.71 | 0.81 | 0.95
SSSE 0.74 | 0.81 ] 0.84 | 0.86 | 0.9 SSSE 0.54 | 0.63 | 0.71 | 0.8 0.9
[terative 0.8 0.871 0.9 0.94] 1.0 [terative 0811 0.88[093]0.96] 1.0
PathRank 0.36 | 0.37 | 0.38 | 0.39 | 0.41 PathRank 0.45 | 0.46 | 0.48 | 0.55 | 0.58
Heuristic | AdaptiveReduce | 0.31 | 0.83 | 0.86 | 0.89 | 0.9 Heuristic | AdaptiveReduce | 0.14 | 0.76 | 0.77 | 0.96 | 1.0
(Global) MPageRank 0.77 1 0.84 | 0.85 | 0.85 | 0.8 (Global) MPageRank 0.72 1 0.82 | 0.88 | 0.92 | 1.0
RankCentrality | 0.77 | 0.84 | 0.88 | 0.89 | 0.9 RankCentrality | 0.65 | 0.78 | 0.88 | 0.93 | 1.0
SSRW 0.87 | 0.88 | 0.89 | 0.89 | 0.9 SSRW 0.86 | 0.93 | 0.97| 0.99]| 1.0
TrueSkill 0.81] 088|091 0.92] 0.9 TrueSkill 0.78 | 0.89 | 0.93 | 0.94 | 0.99
ML CrowdBT 0.84 | 0.89 | 0.92| 0.91 | 0.9 ML CrowdBT 0.84 | 0.92 | 0.97| 0.99]| 1.0
CrowdGauss 0.84 | 0.9 [ 091|091 0.9 CrowdGauss 0.85 ] 0.95| 0.95| 0.99| 1.0
HodgeRank 0.75 | 0.85 | 0.88 | 0.9 | 0.9 HodgeRank 0.73 108 | 085]09 |09
Extension | TwoStageHeap | 0.8 [ 0.8T [ 0.82 | 0.85 | 0.9 Extension | TwoStageHeap | 0.79 | 0.85 [ 0.87 [ 0.88 | 0.93
Rate Combine 0.69 | 0.82 | 0.86 | 0.88 | 0.89 Rate 1 Combine 0.76 | 0.9 093] 098] 1.0
Compare Hybrid 0.9 |09 |09 0.9 0.9 Compare Hybrid 1.0 | 0.98| 0.97| 0.97 | 0.96
P HybridMPR | 0.9 | 0.86 | 0.85 | 0.83 | 0.81 P HybridMPR | 0.96 | 0.96 | 0.95 | 0.94 | 0.93

Figure 19: Recall on Real Datasets for All Inference Methods: Varying Selection Rate.




(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ).

(b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

Selection Rate

Selection Rate

Top-k Algorithms 20% [ 40% | 60% [ 80% | T00% Top-k Algorithms 307 [ 40% | 60% [ 80% | 100%
BordaCount 0.04]0.05]0.07] 0.1 |O0.1I6 BordaCount 0.13 1 0.18 ] 0.21 [ 0.25 [ 0.29
Copeland 0.13 ] 0.21 | 0.29 | 0.36 | 0.43 Copeland 0.18 | 0.23 | 0.26 | 0.28 | 0.29
Local 0.13 | 0.2 0.27 1 0.33 ]| 04 Local 0.17 | 0.23 | 0.26 | 0.29 | 0.27
fot Indegree 0.11 ] 0.17 | 0.23 | 0.28 | 0.29 Foti Indegree 0.19 | 0.23 | 0.26 | 0.28 | 0.29
%scrﬁ)“c ELO 0.14 | 0.23 | 0.34 | 0.42 | 0.49 %{Eﬁ;m ELO 0.18 [ 0.23 | 0.27 | 0.29 | 0.3
BRE 0.13 ] 0.21 | 0.29 | 0.36 | 0.43 BRE 0.19 | 0.23 | 0.26 | 0.28 | 0.29
URE 0.25 1 0.39 | 0.48 | 0.53 | 0.54 URE 0.19 | 0.25 | 0.27 | 0.29 | 0.29
SSCO 0.03 | 0.03 | 0.03 | 0.03 | 0.02 SSCO 0.15| 0.19 | 0.21 | 0.23 | 0.24
SSSE 0.03 | 0.03 | 0.03 | 0.03 | 0.02 SSSE 0.15 | 0.19 | 0.21 | 0.23 | 0.24
[terative 0.13 ] 0.18 | 0.21 | 0.25 | 0.33 [terative 0.18 | 0.19 | 0.19 | 0.19 | 0.19
PathRank 0.0 | 0.0 0.01 | 0.0 0.0 PathRank 0.03 | 0.03 | 0.04 | 0.03 | 0.04
Heuristic | AdaptiveReduce | 0.0 | 0.09 | 0.11 | 0.13 | 0.27 Heuristic | AdaptiveReduce | 0.02 | 0.23 | 0.24 | 0.28 | 0.33
(Global) MPageRank 0.07 | 0.14 | 0.18 | 0.18 | 0.23 (Global) MPageRank 0.15 ] 0.24 | 0.29 | 0.3 0.31
RankCentrality | 0.13 | 0.22 | 0.31 | 0.38 | 0.45 RankCentrality | 0.2 | 0.25 | 0.27 | 0.29 | 0.33
SSRW 0.23 | 0.37 | 0.44 | 0.49 | 0.69 SSRW 0.27 | 0.27 | 0.27 | 0.27 | 0.36
TrueSkill 0241 0.35] 046 | 0.5 0.54 TrueSKkill 0.21 ] 0.26 | 0.28 | 0.3 0.32
ML CrowdBT 0.26 | 0.35 | 0.43 | 0.44 | 0.56 ML CrowdBT 0.24 | 0.28 | 0.3 | 0.31] 0.31
CrowdGauss 0.26 | 0.43| 0.49| 0.55| 0.58 CrowdGauss 0.22 | 0.27 | 0.29 | 0.29 | 0.29
HodgeRank 0.22 | 0.29 | 0.37 | 0.48 | 0.49 HodgeRank 0.2 0.23 | 0.26 | 0.29 | 0.29
Extension | TwoStageHeap | 0.07 [ 0.1 | 0.I12 | 0.I5| 0.23 Extension | TwoStageHeap | 0.24 | 0.25 | 0.27 | 0.32 | 0.35
Rate - Combine 0.13 ] 0.15 ] 0.21 | 0.33 | 0.45 Rate - Comb!ne 0.12 | 0.17 | 0.21 | 0.24 | 0.26
Compare Hybrid 0.33] 0.23 ] 0.2 0.19 | 0.18 Compare Hybrid 0.3 0.3 0.29 | 0.28 | 0.27
HybridMPR 0.28 | 0.25 | 0.2 0.18 | 0.16 HybridMPR 0.33| 0.32| 0.29 | 0.29 | 0.27
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).
- Selection Rate - Selection Rate
Top-k Algorithms 20% [ 40% | 60% [ 80% | T00% Top-k Algorithms 30% [ 40% | 60% [ S0% | T00%
BordaCount 0.19 | 0.27 [ 0.35 [ 0.44 | 0.53 BordaCount 0.1 [0.16 ] 021 0.29 | 0.46
Copeland 0.27 | 0.38 | 0.45 | 0.52 | 0.53 Copeland 0.17 | 0.26 | 0.35 | 0.47 | 0.72
Local 0.23 1 0.35| 044 | 0.51 | 0.51 Local 0.19 | 0.28 | 0.38 | 0.49 | 0.73
- Indegree 0.27 ] 0.37 | 0.45 | 0.51 | 0.49 ‘ot Indegree 0.18 | 0.26 | 0.35 | 0.48 | 0.6
?Le;g;f)“c ELO 0.26 | 0.38 | 0.47 | 0.52 | 0.54 ?Lescr;?;m ELO 0.19 | 0.31 | 0.42 | 0.55 | 0.71
BRE 0.27 1 0.38 | 0.45 | 0.52 | 0.53 BRE 0.17 | 0.26 | 0.36 | 0.47 | 0.73
URE 0.28 | 0.41 | 0.48 | 0.54 | 0.53 URE 0.27 | 0.42 | 0.53 | 0.62 | 0.7
SSCO 0.23 1 0.32| 04 0.47 | 0.55 SSCO 0.1 0.15 | 0.2 0.26 | 0.35
SSSE 0.2310.32| 04 | 0.47 | 0.55 SSSE 0.1 0.15 | 0.2 0.26 | 0.35
[terative 0.26 [ 0.31 [ 0.33 ] 0.36 | 0.41 [terative 0.26 | 0.31 [ 0.35] 0.38] 04
PathRank 0.05 | 0.05 | 0.06 | 0.05 | 0.05 PathRank 0.21 | 0.23 | 0.24 | 0.27 | 0.33
Heuristic | AdaptiveReduce | 0.04 | 0.37 | 0.42 | 0.49 | 0.52 Heuristic | AdaptiveReduce | 0.01 | 0.29 | 0.3 | 0.65 | 0.75
(Global) MPageRank 0.2 | 0.33| 0.38 | 0.44 | 0.56 (Global) MPageRank 0.18 | 0.37 | 0.51 | 0.61 | 0.78
RankCentrality | 0.29 | 0.41 | 0.48 | 0.5 | 0.58 RankCentrality | 0.21 | 0.32 | 0.47 | 0.59 | 0.65
SSRW 0.31 ] 0.46 | 0.49 | 0.5 0.5 SSRW 0.55 | 0.6 0.7 0.74 | 0.76
TrueSkill 0.32 ] 0.45 | 0.52 | 0.55 | 0.57 TrueSkill 0.28 | 0.46 | 0.54 | 0.65 | 0.72
ML CrowdBT 0.39 | 0.49 | 0.55| 0.57 | 0.59 ML CrowdBT 0.4 0.57 | 0.68 | 0.76| 0.78
CrowdGauss 0.34 | 0.43 | 0.54 | 0.61| 0.64 CrowdGauss 0.27 | 0.56 | 0.59 | 0.65 | 0.77
HodgeRank 0.28 | 0.39 | 0.46 | 0.5 | 0.53 HodgeRank 0.17 | 0.24 | 0.38 | 0.53 | 0.78
Extension | TwoStageHeap | 0.39 | 0.42 | 0.45 | 0.47 | 0.52 Extension | TwoStageHeap | 0.44 | 0.45 | 0.47 | 0.53 | 0.56
Rate Combine 0.29 | 0.45| 049 | 0.52 | 0.54 Rate 1 Combine 0.25 | 0.51 | 0.53 | 0.62 | 0.65
Compare Hybrid 0.53 | 0.52]| 0.5 0.49 | 0.49 Compare Hybrid 0.76| 0.75| 0.72| 0.7 0.7
HybridMPR 0.56| 0.52| 0.51 | 0.48 | 0.47 p HybridMPR 0.69 | 0.62 | 0.61 | 0.6 | 0.57

Figure 20:

ACC* on Real Datasets for All Inference Methods: Varying Selection Rate.




. . Selection Rate (1000 Objects . Object No (30% Selection Rate
Top-k Algorithms 20% [ 40% 6()?% 80% 10())% Top-k Algorithms 1000 3000( 5000 | 7000 9003
BordaCount 0.11 | 0.2 | 0.31 | 0.36 | 0.44 BordaCount 0.15 | 0.54 | 1.57 | 4.38 | 5.95
Copeland 0.11 | 0.21 | 0.31 | 0.37 | 0.43 Copeland 0.15 | 0.53 | 1.50 | 4.22 | 5.89
Local 1.37 | 1.78 | 2.01 | 2.06 | 2.15 Local 1.78 | 22.9 | 55.0 | 110 | 172
Heuristic Indegree 2.87 | 3.55 | 4.47 | 5.56 | 6.46 Heuristic Indegree 3.47 | 72.9 | 130 | 286 | 418
(Local) ELO 0.78 | 2.92 | 4.67 | 7.77 | 7.89 (Local) ELO 2.74 | 19.5 | 44.8 | 98.4 | 144
BRE 0.6 | 0.78 | 0.86 | 1.19 | 0.94 BRE 0.76 | 6.88 | 16.0 | 43.3 | 66.7
URE 0.42 | 0.59 | 0.71 | 1.01 | 0.89 URE 0.59 | 5.73 | 12.1 | 24.2 | 40.0
SSCO 2.25 | 2.57 | 2.8 | 3.03 | 3.27 SSCO 2.61 | 28.8 | 67.8 | 118 | 214
SSSE 2.95 | 3.15 | 3.28 | 3.22 | 3.36 SSSE 3.01 | 18.1 | 54.2 | 110 | 201
Iterative 2.79 | 2.96 | 3.03 | 3.36 | 3.5 Iterative 2.78 | 24.9 | 50.5 | 95.5 | 191
PathRank 5.04 | 6.78 | 10.4 | 14.5 | 17.9 PathRank 5.66 | 1435 | 4188 | 8207 | 16365
Heuristic | AdaptiveReduce | 4.79 | 8.33 | 10.77| 15.27| 18.14|| Heuristic | AdaptiveReduce | 6.80 | 12.4 | 16.6 | 41.2 | 71.3
(Global) MPageRank 22.4 | 22,5 | 23.5 | 25.9 | 26.6 || (Global) MPageRank 224 | 65.6 | 215 | 363 | 717
RankCentrality | 18.6 | 18.5 | 185 | 19.5 | 19.2 RankCentrality | 17.4 | 76.4 | 221 | 447 | 742
SSRW 1199 | 1223 | 1229 | 1244 | 1251 SSRW 1276 | 24294 — — —
TrueSkill 73 151 | 200 | 267 | 337 TrueSkill 108 | 813 | 3462 | 9639 | 25168
ML CrowdBT 735 | 742 | 750 | 751 | 757 ML CrowdBT 745 | 1095 | 1487 | 2815 | 4460
CrowdGauss 506 519 | 534 | 540 | 547 CrowdGauss 513 | 889 | 1043 | 2003 | 3385
HodgeRank 46.8 | 47.2 | 48.0 | 47.3 | 47.1 HodgeRank 46.4 | 249 | 738 | 1429 | 2191
Extension | TwoStageHeap | 4e-3 | 4e-3 | 4e-3 | 4e-3 | 4e-3 || Extension | TwoStageHeap | 4e-3 | 5e-3 | 8e-3 | 0.015| 0.016
Rate + Combine 476 | 653 | 847 | 1056 | 1320 Rate & Combine 553 | 923 | 1256 | 2447 | 3862
Compare Hybrid 246 | 248 | 251 | 249 | 252 Compare Hybrid 245 | 457 | 532 | 1043 | 1535
HybridMPR 124 | 22.9 | 404 | 55.6 | 62.8 HybridMPR 15.6 | 42.3 | 60.6 | 112 | 143
(a) Efficiency (b) Scalability
Figure 21: Efficiency and Scalability of Inference Methods (Seconds).
. Selection Methods
Top-k Algorithms Input Output EventTime PeopleAge PeopleNum ImageClarity
BordaCount Graph Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
Copeland Graph Score CrowdBT CrowdGauss CrowdGauss Combine
Local Graph Score CrowdGauss CrowdBT Combine CrowdGauss
Heuristic Indegree Graph Score CrodeT Crode_auss Crode_auss Crode.auss
(Local) ELO Compar!son Score Combine Combine Combine Combine
BRE Comparison Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
URE Comparison Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
SSCO Comparison Score SSCO SSCO SSCO SSCO
SSSE Comparison Score SSSE SSSE SSSE SSSE
Iterative Graph Subset CrowdGauss CrowdGauss CrowdGauss Combine
PathRank Graph Subset CrowdBT CrowdBT CrowdGauss CrowdGauss
Heuristic | AdaptiveReduce Comparison Subset Combine CrowdBT Combine CrowdBT
(Global) MPageRank Graph Score CrowdBT CrowdGauss CrowdBT CrowdBT
RankCentrality Graph Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
SSRW Graph Score SSRW SSRW SSRW SSRW
TrueSkill Comparison Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
ML CrowdBT Comparison Score CrowdBT CrowdBT CrowdBT CrowdBT
CrowdGauss Comparison Score CrowdGauss CrowdGauss CrowdGauss CrowdGauss
HodgeRank Comparison Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
Extension | TwoStageHeap Comparison Subset | TwoStageHeap | TwoStageHeap | TwoStageHeap | TwoStageHeap
Rate Comb!ne Rate+Compare | Score Combine Combine Combine Combine
Compare Hybrid Rate+Compare | Score CrowdBT CrowdGauss CrowdGauss CrowdGauss
HybridMPR Rate+Graph Score CrowdBT CrowdGauss CrowdGauss CrowdGauss

Figure 22: The Best Combination of Inference and Selection Algorithms on Each Dataset.




(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% | 40% | 60% | 80% | 100% Top-k Algorithms 20% | 40% | 60% | 80% | 100%

Group 04 [035]032] 035 0.33 Group 0.58 | 0.54 | 0.53 | 0.53 | 0.53

Max 0.6 | 0.6 | 0.58| 0.61 | 0.63 Max 0.61 | 0.61 | 0.61 | 0.61 | 0.61

Greedy 0.49 | 0.48 | 0.49 | 0.46 | 0.45 Greedy 0.6 | 0.59| 0.58 | 0.58 | 0.58

Heuristic Complete 0.53 | 0.51 | 0.52 | 0.53 | 0.53 Heuristic Complete 06 |06 |06 | 058]|0.59
SSCO 0.72 1 0.82 | 0.85| 0.87 | 0.9 SSCO 0.68 | 0.71] 0.71| 0.71| 0.7
SSSE 0.7 | 0.82]0.82| 087 0.9 SSSE 0.68 | 0.7 | 0.71| 0.71| 0.7
SSRW 0.68 | 0.81 | 0.87| 0.9 | 0.94 SSRW 0.67| 0.7 | 0.7 |07 | 0.7
CrowdGauss | 0.7 [ 0.8 [ 0.84] 0.88 | 0.89 CrowdGauss | 0.7 [ 0.7 [ 0.7 [0.7 [07

ML CrowdBT 0.78| 0.86| 0.88| 0.88 | 0.92 ML CrowdBT 0.71| 0.7 | 0.7 | 0.7 | 0.71
Combine 0.7 | 0.78 | 0.88| 0.9 | 0.9 Combine 069 |07 |07 |07 |07
Random Random 07108 [0.83]087]0.9 Random Random 0.68 07 |[0.71] 0.71] 0.7

(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Selection Rate
20% | 40% [ 60% | 80% [ 100%

Selection Rate

Top-k Algorithms 20% T 40% | 60% [ 80% | 100%

Top-k Algorithms

Group 0.69 | 0.65 | 0.63 ] 0.62 | 0.62 Group 0.57 [ 0.55 [ 0.58 [ 0.56 | 0.56
Max 0.73 ] 0.72 | 0.72 | 0.71 | 0.7 Max 0.7 | 0.68 | 0.67| 0.6 | 0.6
Greedy 0.69 | 0.68 | 0.68 | 0.68 | 0.68 Greedy 0.65 | 0.64 | 0.63 | 0.59 | 0.57
Heuristic Complete 0.71] 0.7 | 0.69 | 0.68 | 0.68 Heuristic Complete 0.66 | 0.67 | 0.66 | 0.65 | 0.65
SSCO 0.85| 0.9 | 0.91 | 0.91] 0.9 SSCO 0.86 ] 0.93 | 0.95| 098 | 1.0
SSSE 0.85 | 0.9 | 0.92| 0.91] 0.9 SSSE 0.85]0.94 | 0.96 | 0.98 | 1.0
SSRW 0.84 | 0.9 | 0.92| 0.91] 0.9 SSRW 0.7710.83] 0.9 | 096 | 1.0
CrowdGauss [ 0.9 [ 0.9 [ 0.9 [ 09 |09 CrowdGauss | 1.0 [ 1.0 | 1.0 | 1.0 | 0.99
ML CrowdBT 0.881 0.9 |09 |09 | 091 ML CrowdBT 091 ] 1.0 | 1.0 | 0.99 | 0.99
Combine 0.881 0.9 | 0.9 0.9 0.9 Combine 0.86| 1.0 | 1.0 | 1.0 | 1.0
Random Random 0.831 0.9 [ 0.91 ] 0.91] 0.9 Random Random 0.84]1093[097[098] 1.0

Figure 23: Recall on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:CrowdBT).

(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% [ 40% | 60% | 80% | T00% Top-k Algorithms 20% [ 40% | 60% | 80% | T00%

Group 0.05 [ 0.02 [ 0.07 [ 0.05 | 0.07 Group 0.15 ] 0.15 [ 0.11 [ 0.13 | 0.12

Max 0.16 | 0.13 | 0.16 | 0.2 | 0.18 Max 0.18 | 0.18 | 0.17 | 0.19 | 0.17

Greedy 0.09 | 0.11 | 0.08 | 0.04 | 0.1 Greedy 0.16 | 0.17 | 0.16 | 0.17 | 0.16

Heuristic Complete 0.11 | 0.15| 0.12 | 0.1 | 0.1 Heuristic Complete 0.15 | 0.17 | 0.18 | 0.15 | 0.15

SSCO 0.24 | 0.36 | 0.43 | 0.49 | 0.47 SSCO 0.26 | 0.3 | 0.3 | 0.3 | 0.31

SSSE 0.24 | 0.37 | 0.42 | 0.48 | 0.47 SSSE 0.26 | 0.3 | 0.29 | 0.3 | 0.31

SSRW 0.24 | 0.36 | 0.49| 0.51 | 0.48 SSRW 0.23 | 0.27 | 0.29 | 0.29 | 0.29

CrowdGauss | 0.26 | 0.36 | 0.45 | 0.53] 0.51 CrowdGauss | 0.26 | 0.27 | 0.31 0.29 | 0.29
ML CrowdBT 0.28| 0.39| 0.49| 0.51 | 0.51 ML CrowdBT 0.29/ 0.3 (03 | 0.3 | 0.3
Combine 0.24 | 0.36 | 0.49| 0.51 | 0.5 Combine 0.26 | 0.3 [ 0.3 | 0.3 | 0.3

Random Random 0.24 ] 0.35| 043 | 0.49 | 0.47 Random Random 0241028 029] 0.3 | 0.31

(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Selection Rate
20% [ 40% [ 60% | 80% | 100%%

Selection Rate
20% [ 40% [ 60% | 80% | 100%

Top-k Algorithms Top-k Algorithms

Group 0.22 ] 0.18 | 0.19 | 0.2 0.2 Group 0.16 [ 0.14 ] 0.15] 0.14 | 0.15
Max 0.24 ] 0.25| 0.21 | 0.25 | 0.25 Max 0.22 ] 0.21 | 0.23 | 0.23 | 0.24
Greedy 0.22 ] 0.22| 0.25 | 0.21 | 0.23 Greedy 0.21] 0.18 | 0.19 | 0.23 | 0.2
Heuristic Complete 0.23 | 0.25 | 0.21 | 0.22 | 0.22 Heuristic Complete 0.18 | 0.21 | 0.22 | 0.19 | 0.23
SSCO 0.41 ] 0.52 | 0.54 | 0.55| 0.54 SSCO 0.43 | 0.59 | 0.67 | 0.74 | 0.78
SSSE 0.41 | 0.53| 0.55| 0.55| 0.54 SSSE 0.42 | 0.6 0.69 | 0.75 | 0.78
SSRW 0.4 0.51 ] 0.54 | 0.51 | 0.53 SSRW 0.34 | 0.53 | 0.69 | 0.67 | 0.8
CrowdGauss | 0.45 | 0.53] 0.55| 0.51 | 0.52 CrowdGauss | 0.78] 0.76 | 0.78 | 0.8 | 0.78
ML CrowdBT 0.49| 0.53| 0.53 | 0.53 | 0.54 ML CrowdBT 0.58 | 0.76 | 0.76 | 0.76 | 0.75
Combine 0.48 | 0.53| 0.53 | 0.53 | 0.53 Combine 0.49 | 0.79| 0.79| 0.79 | 0.79
Random Random 0.39 [ 0.5 | 0.55] 0.55| 0.54 Random Random 041106 [ 069 0.74] 0.78

Figure 24: ACC" on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:CrowdBT).



(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% | 40% | 60% | 80% | 100% Top-k Algorithms 20% | 40% | 60% | 80% | 100%

Group 048 | 0.48 [ 0.48 [ 0.48 | 0.48 Group 0.62 ] 0.63 | 0.63 | 0.63 | 0.63
Max 0.5 | 049|049 049 | 048 Max 0.63 | 0.62 | 0.63 | 0.62 | 0.62
Greedy 0.45 | 0.46 | 0.45 | 0.44 | 0.45 Greedy 0.6 | 0.6 0.59 | 0.6 0.6
Heuristic Complete 0.51]0.52]05 | 0491 0.5 Heuristic Complete 0.6 | 0.6 | 0.61]| 0.61| 0.61
SSCO 0.59 ] 0.69| 0.74 | 0.8 | 0.83 SSCO 0.68| 0.7 | 0.7 | 0.7 | 0.7
SSSE 0.6 | 0.69 | 0.74 | 0.8 | 0.83 SSSE 0.68| 0.7 | 0.7 | 0.7 | 0.7
SSRW 0.56 | 0.66 | 0.73 | 0.8 | 0.83 SSRW 0.67 | 0.69 | 0.7 | 0.7 | 0.7
CrowdGauss | 0.6 | 0.8 [ 0.8 [ 0.81 | 0.83 CrowdGauss | 0.7 [ 0.7 | 0.7 | 0.7 | 0.7
ML CrowdBT 0.56 | 0.71 | 0.81 | 0.82| 0.84 ML CrowdBT 0.66 | 0.68 | 0.7 | 0.7 | 0.7
Combine 0.6 | 0.79 | 0.82] 0.82] 0.83 Combine 0.7 | 0.7 | 0.7 | 0.7 | 0.7
Random Random 0.58 [ 0.68]0.74[08 [0.82 Random Random 0.68]0.7 | 0. 0.7 1 0.7
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Selection Rate
20% | 40% [ 60% | 80% [ 100%

Selection Rate

Top-k Algorithms 20% T 40% | 60% [ 80% | 100%

Top-k Algorithms

Group 0741074070741 0.75 Group 0720720720711 0.72
Max 0.69 | 0.69 | 0.69 | 0.69 | 0.69 Max 0.71 ] 0.72 ] 0.73 | 0.72 | 0.71
Greedy 0.68 | 0.68 | 0.69 | 0.69 | 0.68 Greedy 0.66 | 0.69 | 0.68 | 0.67 | 0.71
Heuristic Complete 0.7 106907 |07 |07 Heuristic Complete 0.7 | 069|069 |07 |07
SSCO 0.8210.89|09 |094] 1.0 SSCO 0.84 0.9 | 092|096 | 1.0
SSSE 0.820.89| 091|094 | 1.0 SSSE 0.83]10.9 | 093|096 | 1.0
SSRW 0.8 | 08709 |092] 1.0 SSRW 0.79 1 0.89 | 0.92| 0.96 | 1.0
CrowdGauss | 0.9 | 0.95] 1.0 | 1.0 | 0.99 CrowdGauss | 0.9 | 0.9 1.0 [ 1.0 | 1.0
ML CrowdBT 0.77 1 0.82] 095|099 | 1.0 ML CrowdBT 0.7 1.0 | 1.0 | 1.0 | 1.0
Combine 0.8510.93]|098| 1.0 | 1.0 Combine 0.84 1.0 | 1.0 | 1.0 | 1.0
Random Random 0810871091094 1.0 Random Random 0.81 088093096 1.0

Figure 25: Recall on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:Iterative).

(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% [ 40% | 60% | 80% | T00% Top-k Algorithms 20% [ 40% | 60% | 80% | T00%

Group 0.09 | 0.08 | 0.09 | 0.09 | 0.09 Group 0.15[ 0.15| 0.16 [ 0.15 [ 0.15

Max 0.1 0.09 | 0.1 0.09 | 0.09 Max 0.15 ] 0.15| 0.16 | 0.15 | 0.15

Greedy 0.08 | 0.09 | 0.08 | 0.08 | 0.08 Greedy 0.14 | 0.14 | 0.14 | 0.14 | 0.14

Heuristic Complete | 0.1 | 0.11 | 0.09| 0.1 | 0.1 Heuristic Complete | 0.14 | 0.14 | 0.15 | 0.15 | 0.15

SSCO 0.15 ] 0.2 0.22 ] 0.26 | 0.3 SSCO 0.18 | 0.19] 0.19 | 0.19 | 0.19

SSSE 0.15 0.2 |022]025]0.3 SSSE 0.18 | 0.19| 0.19 | 0.19 | 0.19

SSRW 0.12 | 0.15 | 0.2 0.23 | 0.3 SSRW 0.18 | 0.19] 0.19 | 0.19 | 0.2

CrowdGauss | 0.15 | 0.27] 0.29] 0.31] 0.3 CrowdGauss | 0.18 | 0.19] 0.2 | 0.2 | 0.2

ML CrowdBT 0.16| 0.24 | 0.29| 0.28 | 0.31 ML CrowdBT 0.17 | 0.18 | 0.19 | 0.19 | 0.19

Combine 0.14 | 0.25 | 0.28 | 0.27 | 0.27 Combine 0.19| 0.19| 0.19 | 0.19 | 0.19

Random Random 0.13 | 0.18 | 0.22 | 0.26 | 0.29 Random Random 0.18 | 0.19] 0.19 | 0.19 | 0.19
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Selection Rate
20% [ 40% [ 60% | 80% | 100%%

Selection Rate
20% [ 40% [ 60% | 80% | 100%

Top-k Algorithms Top-k Algorithms

Group 0.22 ] 0.22] 0.23 | 0.22 | 0.22 Group 0.2 0.22 ] 0.21 ] 0.2 0.2
Max 0.19] 0.19| 0.19 | 0.19 | 0.19 Max 0.2 0.21 | 0.2 0.21 | 0.21
Greedy 0.19 | 0.19 | 0.19 | 0.19 | 0.19 Greedy 0.18 | 0.2 | 0.19 ] 0.19| 0.2
Heuristic Complete 0.19 | 0.19 | 0.19 | 0.2 0.2 Heuristic Complete 0.2 0.19 | 0.19 | 0.19 | 0.2
SSCO 0.28 | 0.33 | 0.33 | 0.36 | 0.41 SSCO 0.29 | 0.34 | 0.34 | 0.37 | 0.41
SSSE 0.28 | 0.32 ] 0.33 | 0.36 | 0.41 SSSE 0.29 | 0.34 | 0.35 | 0.38 | 0.41
SSRW 0.26 | 0.32 | 0.34 | 0.38 | 0.42 SSRW 0.25] 0.33 ] 0.35 | 0.38 | 0.42
CrowdGauss | 0.29] 0.36] 0.39] 0.4 0.41 CrowdGauss | 0.31] 0.37 ] 0.38 | 0.4 0.42
ML CrowdBT 0.24 | 0.27 1 0.37 | 0.4 0.41 ML CrowdBT 0.23 | 0.42]| 0.43| 0.4 0.4
Combine 0.29| 0.35| 0.39| 0.41| 0.41 Combine 0.27 ] 0.41 | 0.41 | 0.41| 0.42
Random Random 0.26 [ 0.31 | 0.34 | 0.36 | 0.41 Random Random 0.27 1 0.31 ] 0.35] 0.38 ] 0.41

Figure 26: ACC" on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:lterative).



(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% | 40% | 60% | 80% | 100% Top-k Algorithms 20% | 40% | 60% | 80% | 100%

Group 0.29 1 0.26 | 0.27 | 0.23 | 0.23 Group 0.45] 039|041 ] 042 | 041

Max 0.3 | 0.27]0.27 ] 0.24 | 0.29 Max 0.48 | 0.36 | 0.36 | 0.36 | 0.38

Greedy 0.31] 0.35| 0.36 | 0.37 | 0.32 Greedy 0.54 | 0.51 | 0.47 | 0.47 | 0.49

Heuristic Complete 0.27 1 0.34 | 0.35] 0.39 | 0.33 Heuristic Complete 0.51 ] 0.51 | 0.51 | 0.46 | 0.48

SSCO 0.53 | 0.61 | 0.64 | 0.68 | 0.69 SSCO 0.66 | 0.7 | 0.7 | 0.7 | 0.7

SSSE 0.53 ] 0.61 | 0.65 | 0.68 | 0.7 SSSE 0.66 | 0.69 | 0.7 | 0.71| 0.7

SSRW 0.53 0.6 | 0.69]| 0.68 | 0.71 SSRW 0.65 | 0.68 | 0.7 | 0.71| 0.7

CrowdGauss | 0.5 | 0.65[ 0.67 [ 0.69 | 0.69 CrowdGauss | 0.7 | 0.7 [ 0.7 | 0.7 | 0.7

ML CrowdBT 0.6 | 0.64 | 0.68 | 0.69 | 0.71 ML CrowdBT 0.65| 0.7 | 0.7 | 0.7 | 0.7

Combine 0.49 | 0.61 | 0.7 | 0.72] 0.72 Combine 0.68]0.7 | 0.7 | 0.7 | 0.7

Random Random 0.52 [ 0.57]0.65[0.67]0.7 Random Random 064[069]0.7 [07 [0.7
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Selection Rate
20% | 40% [ 60% | 80% [ 100%

Selection Rate

Top-k Algorithms 20% T 40% | 60% [ 80% | 100%

Top-k Algorithms

Group 0.56 [ 0.48 [ 0.44 [ 047 0.48 Group 0490430410457 044

Max 0.61 | 0.48 | 0.43 | 0.41 | 0.43 Max 0.54 | 0.43 | 0.39 | 0.39 | 0.38

Greedy 0.62 | 0.58 | 0.57 | 0.54 | 0.57 Greedy 0.57 | 0.55 | 0.54 | 0.54 | 0.53

Heuristic Complete 0.59 | 0.57 | 0.58 | 0.57 | 0.57 Heuristic Complete 0.54 | 0.52 | 0.54 | 0.53 | 0.52
SSCO 0.79 | 0.87 | 0.89 | 0.91| 0.9 SSCO 0.74 | 0.88 | 0.92 | 0.95 | 0.98

SSSE 0.79 |1 0.87 | 0.89 | 0.91] 0.9 SSSE 0.74 | 0.87 | 0.92 | 0.95 | 0.98

SSRW 0.76 | 0.84 | 0.89 | 0.9 | 0.91 SSRW 0.67 ] 0.82 | 0.85| 0.9 | 0.94

CrowdGauss | 0.8 [ 0.9 [ 09 |09 0.91 CrowdGauss | 0.9 | 0.9 1.0 [ 1.0 | 0.99

ML CrowdBT 0.77 | 0.85 | 0.91| 0.91| 0.91 ML CrowdBT 0.73 1 0.94 | 0.96 | 0.96 | 0.97
Combine 0.84| 0.9 | 0.91| 0.91| 0.9 Combine 0.74 | 0.97| 1.0 | 0.98 | 0.98

Random Random 0.77 1 0.86 | 0.89 | 0.91] 0.9 Random Random 0.72 1 0.85 ] 0.93 | 0.95 | 0.98

Figure 27: Recall on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:Hybrid).

(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% [ 40% | 60% | 80% | T00% Top-k Algorithms 20% [ 40% | 60% | 80% | T00%

Group 0.03 ] 0.03] 0.03 ] 0.02 0.02 Group 0.IT | 0.08 ] 0.09 | 0.06 | 0.07
Max 0.04 | 0.03 | 0.03 | 0.02 | 0.02 Max 0.09 | 0.04 | 0.05 | 0.04 | 0.04
Greedy 0.04 | 0.05 | 0.05 | 0.07 | 0.04 Greedy 0.13|0.13| 0.12 | 0.1 | 0.1
Heuristic Complete 0.02 | 0.04 | 0.06 | 0.06 | 0.03 Heuristic Complete 0.14 (0.1 | 0.1 | 0.09] 0.13
SSCO 0.13 | 0.16 | 0.18 | 0.21 | 0.22 SSCO 0.22 | 0.26 | 0.28 | 0.29 | 0.3
SSSE 0.13 | 0.16 | 0.18 | 0.21 | 0.23 SSSE 0.22 | 0.27 ] 0.28 | 0.29 | 0.3
SSRW 0.11 ] 0.16 | 0.19 | 0.22 | 0.23 SSRW 0.21] 0.25| 0.3 | 0.29 | 0.3
CrowdGauss | 0.IT | 0.17[ 0.19 [ 0.2 | 0.22 CrowdGauss | 0.22 | 0.29] 0.29 [ 0.29 | 0.3
ML CrowdBT 0.16| 0.18] 0.2 0.21 | 0.23 ML CrowdBT 0.2110.28|029| 0.3 | 0.3
Combine 0.1 0.15 | 0.24| 0.24| 0.22 Combine 0.23| 0.29| 0.3 | 0.3 | 0.29
Random Random 0.11] 0.13] 0.18 | 0.2 | 0.22 Random Random 0.2 ]025]028]0.29] 0.3
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Selection Rate
20% [ 40% [ 60% | 80% | 100%%

Selection Rate
20% [ 40% [ 60% | 80% | 100%

Top-k Algorithms Top-k Algorithms

Group 0.13 | 0.09 | 0.1 0.09 | 0.09 Group 0.05 [ 0.06 | 0.02 | 0.05 | 0.05
Max 0.18 | 0.11 | 0.04 | 0.06 | 0.08 Max 0.03 | 0.02 | 0.04 | 0.04 | 0.05
Greedy 0.19] 0.14 | 0.15 | 0.13 | 0.16 Greedy 0.1 0.11 ] 0.1 0.06 | 0.11
Heuristic Complete 0.17 ] 0.13 | 0.13 | 0.14 | 0.14 Heuristic Complete 0.09 | 0.08 | 0.09 | 0.06 | 0.1
SSCO 0.31] 0.43 | 0.5 0.53 | 0.53 SSCO 0.27 | 0.46 | 0.58 | 0.66 | 0.74
SSSE 0.31] 0.43 | 0.5 0.54| 0.53 SSSE 0.27 ] 0.45| 0.58 | 0.66 | 0.73
SSRW 0.3 0.4 0.47 | 0.49 | 0.54 SSRW 0.18 | 0.4 0.48 | 0.5 0.7
CrowdGauss | 0.38 [ 0.53] 0.52 | 0.52 | 0.53 CrowdGauss | 0.56]| 0.6 0.75] 0.74 | 0.74
ML CrowdBT 0.33 | 0.46 | 0.54| 0.54| 0.54 ML CrowdBT 0.31] 0.64 | 0.7 0.7 0.72
Combine 0.39| 0.53| 0.54| 0.54| 0.53 Combine 0.32 | 0.7 | 0.74 | 0.75| 0.74
Random Random 0.3 0.42 | 0.5 0.54] 0.53 Random Random 0.27 1] 0.44 ] 0.59 | 0.66 | 0.73

Figure 28: ACC" on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:Hybrid).



(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).

. Selection Rate . Selection Rate
Top-k Algorithms 20% | 40% | 60% | 80% | 100% Top-k Algorithms 20% | 40% | 60% | 80% | 100%

Group 04 |[041]042]04 | 041 Group 0.63 ] 0.62 | 0.63 | 0.63 | 0.63

Max 0.46 | 0.46 | 0.45 | 0.46 | 0.47 Max 0.57 | 0.57 | 0.57 | 0.58 | 0.57

Greedy 0.39 | 0.4 0.42 | 0.4 | 0.43 Greedy 0.59 | 0.59 | 0.59 | 0.59 | 0.59
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(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).
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Figure 29: Recall on Real Datasets for All Selection Methods: Varying Selection Rate(Inference
Method:Local).

(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ). (b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).
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(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).
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Figure 30: ACC* on Real Datasets for All Selection Methods: Varying Selection Rate(Inference Method:Local).
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Figure 31: Recall of Selection Method (Inference Method: Hybrid).
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Figure 34: ACC* of Selection Methods (Inference Method: Local).
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Figure 32: ACC* of Selection Methods (Inference Method: Hybrid).
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B. EXPERIMENTAL RESULTS FOR SORT-
ING

The top-k algorithms that estimated a score for each ob-
ject can be used to sort the objects based on the scores while
the iterative reduce based methods cannot. Table [2] showed
the algorithms that can be used to the sorting problem. As
the inference time and selection time of these methods on
the sorting problem were similar to those on the top-k prob-
lem, we did not show the efficiency of the methods and we
only compared the quality.

B.1 Experimental Setting

The ACC metric could be utilized to evaluate the sorting
quality, which was defined as below,

Zi,j H(az < a; Nt < tj)
Ez’,j I(t: <t;)

where t; was the sorting position for object o; and a; was the
sorting position by an algorithm. I was a function, which
returned 1 if the condition was true; 0 otherwise. However,
we noticed that if we utilized ACC as the evaluation metric,
all the algorithms nearly had the same ACC. For example,
in Figure [35(c), if the selection rate was 40%, then the av-
erage deviation (|t; — a;|) of each object for CrowdBT was
6.7, and the deviation was 27.4 for BordaCount. This im-
plied that even BordaCount was utilized for sorting, the av-
erage deviation for each object was not large, and a highly
ranked object would not be arranged at the lowly ranked
position. Thus the number of inverse pairs among different
algorithms would not have too much difference. Moreover,
the denominator of Equation@was (10200) on the simulated
dataset. Note that the average number of the inverse pairs
for CrowdBT was twenty thousand less than BordaCount.
Thus if this difference was divided by (10200)7 then the differ-
ence of ACC value between CrowdBT and BordaCount was
trivial.

To address this problem, we used another widely-used
metric, Spearman’s footrule distance, which was defined as
below

ACC =

(43)

dis(m) = 3" |m(i) - 7 () (44)

where 7 was the estimated permutation in a sorting method,
and 7 was the true permutation. For example, consider six
objects and the true permutation was (1,2,3,4,5,6). An
algorithm reported a permutation (2,1,4,3,5,6). Then the
Spearman’s footrule distance was 4.

B.2 Evaluation of Inference Methods

B.2.1 Simulation — Varying Selection Rate

We compared the inference methods by randomly select-
ing crowdsourced pairs with different selection rates, and
we evaluated different selection strategies in Section [B.3]
Figure showed the results of all methods and Figure
showed the results of some selected representative meth-
ods from each category. For the heuristic-based algorithms,
we selected Local and SSRW as they achieved higher per-
formance. For the machine-learning methods, we selected
TrueSkill, CrowdBT, CrowdGauss and HodgeRank. For hy-
brid methods, we selected Combine. Thus we showed the
results of these seven algorithms in Figure

We had the following observations. First, for low worker
quality (e.g., the worker accuracy lower than 70%), all the
methods had a bad performance. This was because the col-
lected results had too much noise, and neither the heuristics
nor the machine learning based methods could recover the
original order. And we had a similar observation in the top-k
experiments on the simulated datasets.

Second, for high worker quality (e.g., the worker quality
larger than 80%), all the methods achieved a better per-
formance. CrowdBT had a tremendous advantage over the
other methods. And this was also consistent with the obser-
vations when we utilized CrowdBT to find the top-k objects,
because CrowdBT focused on ranking the objects and could
assign a reasonable score for each object.

Third, among the heuristic-based methods, for the local
comparison heuristics, BordaCount, ELO and URE got a high
spearman’s footrule distance compared with other methods,
because BordaCount only utilized the out-degree of the pair-
wise graph and could not get a reasonable result. For the
same reason, the recall of BordaCount in the top-k experi-
ments was also low.

For ELO, the objects had different weights, and updat-
ing the scores depended on the weights. In addition, ELO
involved multiple iterations to finally convergence. So we
found that the spearman’s footrule distance for ELO was
high. Besides, the performance of ELO in the top-k experi-
ments was also bad due to the same reason.

For URE, this method was mainly designed for obtaining
the highest ranked objects. When the accuracy was high,
URE could obtain a reasonable top-k result. But URE could
not perform well for sorting, since URE only utilized the
incoming edges for each object. And we observed that it
had a similar performance with BordaCount.

For the global comparison heuristics, SSRW and Rank-
Centrality had a similar performance and they were both
superior to MPageRank. In MPageRank, based on the up-
date equation [7] if the number of iterative time was large,
some objects had zero PageRank value. And these objects
could not be sorted. However, in MPageRank, the highest
ranked objects could accumulate a relative high score based
on Equation [7] even with a random sample of the compar-
isons. And we found that MPageRank could still be used to
obtain a reasonable top-k result.

Fourth, for the machine-learning methods, CrowdBT out-
performed other methods. CrowdBT outperformed CrowdGauss
as CrowdBT considered the worker quality. HodgeRank had
a worse performance, because the matrix decomposition had
deviations and led to errors to compute latent scores. And
this was also consistent with the observation in the top-k
experiments.

Fifth, for the hybrid methods, the performance for Hy-
brid and HybridMPR was poor when the selection rate was
low, due to their ineffective pruning strategy. Hybrid and
HybridMPR both had two stages. In the first stage, many
objects would be filtered and they could not participate in
the second comparison stage. For these filtered objects, they
would be randomly added to the final ordered result and
could not be correctly sorted. However, both Hybrid and
HybridMPR achieved a high recall in the top-k experiments
when the selection rate was low, because both of the meth-
ods filtered objects that were not likely in the top-k results
in the first stage.



B.2.2 Real Experiments — Varying Selection Rate

We compared different algorithms on real datasets by vary-
ing selection rates. Figures [3§]illustrated the results for the
selected algorithms and the detailed results of all the meth-
ods could be found in Figure [36]

We had the following observations. First, the observations
on the simulation experiments were still true on the real
datasets. On the real datasets, CrowdBT and CrowdGauss
had similar performance, which outperformed other meth-
ods. As the size of the real datasets was small, even with
a limited selection rate, we could get a strongly-connected
graph, and the improvement of CrowdBT over CrowdGauss
was not obvious. This was also consistent with the observa-
tion in the top-k experiments conducted on the real datasets.

Second, in the PeopleAge and PeopleNum datasets, most
methods had a similar performance, and the advantages of
CrowdBT or CrowdGauss were not obvious. For the PeopleAge
dataset, the noise mainly came from the dataset itself, so
even with a high selection rate, the spearman’s footrule dis-
tance was still high and the recall could not be further im-
proved. For the PeopleNum dataset, the accuracy was higher
than in the PeopleAge dataset, so the spearman’s footrule
distance on PeopleNum was smaller and the average recall
was higher. In the PeopleAge and PeopleNum datasets, all
the methods converged very quickly even with a small selec-
tion rate.

B.2.3  Takeaways: Inference Algorithim Suggestions

We had the following suggestions that can guide prac-
titioners to select appropriate inference algorithms for the
sorting problem.

(1) If the user preferred quality, we recommended CrowdBT.
(2) If the user preferred efficiency, although lterative was the
best choice for the top-k problem, it could not be used to
support the sorting problem, as it used an adaptive reduce
based method, and we recommended Local.

(3) We recommended 30% selection rate.

B.3 Evaluation on Selection Methods

B.3.1 Real Datasets — Varying Selection Rate

We compared the performance for the selection methods
on the real datasets. For the inference methods, we selected
CrowdGauss, CrowdBT, HodgeRank and TrueSkill. The other
three selection methods SSCO, SSSE and SSRW were not
utilized in this section since they were mainly designed for
resolving top-k issues. For all the selection methods used for
sorting, Figures showed the results of all methods.

We had the following summaries. First, all the four heuris-
tics had a very bad performance as in the top-k experiments,
because they focused on finding the maximal object. Sec-
ond, all the three active-learning methods were superior to
Random selection method which was consistent in top-k ex-
periments, as they would always select pairs with high in-
formation gain. Third, all the three active learning meth-
ods had a similar performance on the PeopleAge, PeopleNum
and ImageClarity datasets. But in the EventTime dataset,
CrowdBT had a advantage compared to CrowdGauss and
Combine, as CrowdBT not only selected pairs but also se-
lected high quality workers. So the average accuracy of the
selected pairs by CrowdBT was higher than CrowdGauss and
Combine. The above observation was also consistent with

the results in the top-k experiments. Fourth, with the in-
crease of the selection rates, the spearman’s footrule dis-
tances of CrowdBT, CrowdGauss, Combine, and Random were
decreased (i.e., the quality was improved, as the smaller dis-
tance the better), because they could utilize more crowd
comparisons to improve the quality. However the spear-
man’s footrule distances of the heuristics, e.g., Max, Group,
Greedy, and Complete, kept stable and even increased, be-
cause the heuristics selected many duplicated pairs and no
more information was obtained with the increase of the se-
lection rates. Especially if TrueSkill was used as the inference
method, the spearman’s footrule distances largely grew with
the increase of the selection rates, because if many dupli-
cated pairs were selected, the scores of the lose objects would
significantly decrease (even if they are not lowly ranked ob-
jects) compared with the objects that were not selected.

B.3.2 Takeaways: Selection Algorithm Suggestions

We had the following suggestions that can guide prac-
titioners to select appropriate selection algorithms for the
sorting problem.

(1) If the user preferred high quality, CrowdBT was recom-
mended.

(2) If the user preferred high efficiency, although SSCO and
SSSE were the best choice for the top-k problem, they could
not be used to support the sorting problem, as they used
adaptive reduce methods. We recommended Combine and
Random. For low selection rate, Combine was recommended;
while for high selection rate, Random was acceptable.



(a) c-Accuracy=63.85% r-Accuracy=66.9%.

(b) c-Accuracy=77.45% r-Accuracy=73.9%.
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Sorting Algorithms 20% [ 40% | 60% | 80% | 100% Sorting Algorithms 20% [ 40% | 60% | 80% | T00%
BordaCount | 108.7] 77.1 | 60.8 | 50.1 | 42.0 BordaCount | 60.0 | 40.2 | 30.4 | 23.6 | 18.4
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- Local 82.5 | 59.8 | 49.4 | 42.8 | 38.3 -~ Local 42.9 | 30.1 | 24.2 | 205 | 17.9
g;gﬁ)“c Indegree 78.8 | 56.7 | 46.4 | 40.5 | 36.4 %{Le:;;?;m Indegree 42.6 | 295 | 23.4 | 19.4 | 16,5
ELO 101 | 94.9 | 94.4 | 94.5 | 94.3 ELO 50.2 | 45.1 | 44.0 | 43.7 | 43.6
BRE 84.7 | 61.4 | 50.6 | 43.9 | 39.2 BRE 45.1 | 31.3 | 24.8 | 20.7 | 17.8
URE 108 | 75.9 | 59.2 | 47.7 | 38.3 URE 60.0 | 40.4 | 30.6 | 24.0 | 18.7
-~ MPageRank | 108.7] 77.4 | 61.5 | 51.4 | 43.5 - MPageRank | 79.4 | 57.3 | 46.3 | 39.2 | 34.0
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ML CrowdBT | 81.5 | 58.3 | 48.3 | 41.7 | 37.7 ML CrowdBT | 27.6| 23.7| 10.0| 8.1 | 9.5
CrowdGauss 78.2| 56.6| 46.0| 40.1| 35.7 CrowdGauss 42.8 1 29.6 | 23.4 | 19.4 | 16.5
HodgeRank 85.0 | 59.9 | 49.9 | 43.8 | 39.0 HodgeRank 45.3 | 31.5 | 24.8 | 20.6 | 18.3
Rate + Combine 888 [ 64.2 [ 54.9 [ 49.4 | 47.0 Rate + Combine 154 32.6 [ 26.7 [ 23.6 | 225
Compare Hybrid 189 | 134 | 85.0 | 45.2 | 28.5| | 080 Hybrid 166 | 113 | 54.0 | 23.5 | 10.2
HybridMPR | 188 | 126 | 86.9 | 50.3 | 35.0 HybridMPR | 165 | 106 | 73.1 | 32.5 | 10.3
(c)c-Accuracy==88.70% r-Accuracy==83.5%. (d)c-Accuracy=96.43% r-Accuracy=91.9%.
Sorting Algorithms Selection Rate Sorting Algorithms Selection Rate
20% | 40% | 60% | 80% | 100% 20% | 40% | 60% | 80% | 100%
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Figure 35: Spearman’s Footrule Distance (x1000) on Simulation for All Inference Methods: Varying Selection
Rate (1000 Objects).



(a) EventTime (c-Accuracy = 76.6% r-Accuracy = 89.4% ).

(b) PeopleAge (c-Accuracy = 85.2% r-Accuracy = 100%).
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ELO 1186 | 878 | 742 | 666 | 616 ELO 357 | 302 | 283 | 273 | 265

BRE 1199 923 | 793 | 715 | 658 BRE 352 | 304 | 286 | 274 | 264

URE 1408 | 1052 872 | 758 | 678 URE 394 | 326 | 296 | 279 | 264

— MPageRank | 1247] 876 | 703 | 614 | 576 — MPageRank | 392 | 310 | 288 | 279 | 270
Hé}”gbtfc RankCentrality | 1218| 930 | 809 | 728 | 700 Héfr]ftllc RankCentrality | 355 | 306 | 286 | 275 | 270
(Global) SSRW 1535| 1000| 818 | 712 | 645 (Global) SSRW 705 | 370 | 294 | 276 | 264
TrueSKil 038 744 | 655 | 582 | 551 TrueSKill [ 327 [ 288 | 275 | 270 | 264

ML CrowdBT | 986 | 766 | 674 | 617 | 582 ML CrowdBT | 304 | 278 | 270 | 264 | 258
CrowdGauss | 843 | 648 | 569 | 525 | 488 CrowdGauss | 307 | 277 | 269 | 264 | 262

HodgeRank | 948 | 721 | 625 | 573 | 544 HodgeRank | 311 | 284 | 274 | 269 | 262

Rato 1+ Combine | 2687 1412| 906 | 644 | 568 Rato & Combine | 362 | 298 | 279 | 267 | 256
cae Hybrid 1381 | 1204 | 1004| 974 | 888 ce Hybrid 426 | 385 | 331 | 266 | 266
p HybridMPR | 1361 1278| 1201 1133| 1048 P HybridMPR | 424 | 390 | 328 | 269 | 265
(c) PeopleNum (c-Accuracy = 88.4% r-Accuracy = 71.8%). (d) ImageClarity (c-Accuracy = 98.6% r-Accuracy = 97%).

Sorting Algorithms Selection Rate Sorting Algorithms Selection Rate

20% [ 40% | 60% | S0% | 100% 20% [ 40% | 60% | 80% | T00%

BordaCount 244 1190 | 161 | 139 | 119 BordaCount 966 | 638 | 456 | 314 | 157

Copeland | 204 | 163 | 142 | 128 | 119 Copeland | 757 | 494 | 352 | 244 | 134

- Local 211 | 163 | 138 | 125 | 118 - Local 639 | 397 | 278 | 191 | 114
gf;fﬁ;lc Indegree 203 | 164 | 144 | 131 | 124 %;;S;lc Indegree 742 | 484 | 342 | 236 | 124
ELO 212 | 164 | 141 | 128 | 119 ELO 732 | 443 | 299 | 206 | 134

BRE 204 | 163 | 142 | 128 | 119 BRE 757 | 492 | 352 | 244 | 138

URE 233 | 179 | 152 | 133 | 119 URE 959 | 630 | 449 | 307 | 158

— MPageRank | 247 | 175 | 155 | 145 | 144 — MPageRank | 720 | 413 | 289 | 210 | 136
Hgf‘ftllc RankCentrality | 207 | 165 | 144 | 129 | 123 Héff‘tl‘c RankCentrality | 770 | 512 | 367 | 263 | 212
(Global) SSRW 433 | 218 | 155 | 133 | 120 (Global) SSRW 2735| 984 | 433 | 263 | 131
TrueSKil 188 [ 147 | 132 | 123 | 119 TrueSkil 561 | 330 | 227 | 161 | 105

ML CrowdBT | 165 | 134 | 124 | 120 | 119 ML CrowdBT | 372 | 205 | 139 | 103 | 76

CrowdGauss 166 | 133 | 124 | 120 | 120 CrowdGauss 325 | 171 | 116 | 90 72

HodgeRank | 170 | 140 | 129 | 122 | 119 HodgeRank | 482 | 304 | 214 | 151 | 92

Rato + Combine | 212 | 155 | 136 | 133 | 120 Rte 1 Combine | 458 | 250 | 141 | 01 | 62
e Hybrid 269 | 225 | 180 | 145 | 122 e Hybrid 860 | 612 | 360 | 265 | 114
p HybridMPR | 271 | 235 | 193 | 170 | 136 P HybridMPR | 878 | 627 | 378 | 275 | 148
Figure 36: Spearman’s Footrule Distance on Real Datasets for All Inference Methods: Varying Selection

Rate.
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Figure 37: Spearman’s Footrule Distance on Simulated Datasets for Selected Inference Methods.
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Figure 38: Spearman’s Footrule Distance on Real Datasets for Selected Inference Methods.
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Figure 39: Spearman’s Footrule Distance of Selection Method (Inference Method: CrowdGauss).
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Figure 40: Spearman’s Footrule Distance of Selection Methods (Inference Method: CrowdBT).
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Figure 41: Spearman’s Footrule Distance of Selection Methods (Inference Method: HodgeRank).
CrowdGauss = CrowdBT v 7(%ombine Random —a— Grg)s%pr Koo Max -+ Greedy - '1>§00' Complete -~
oo R Ko K e e e X IEVERR VIRV
e 2 600 e X o ‘0 X o 150 RS X
B e S X 2 a0 — s 1
R N Lt . J
BeEe g ay §500 %;; Koo §3oo * ; Kook KoK “81200 ﬁ;uk % % § §:é é
< R M o - R N B
] T 250 L <
E 400g E £
3 g 200] g 600
%"”’V'“-G——l . B 300F B TRa P 2N . u D 300 \}Wr"‘—m
e - A o S | —
200 100 - 0
10% 20% 30% 40% 50% 60% 70% 80% 90%100% 10% 20% 30% 40% 50% 60% 70% 80% 90%100% 10% 20% 30% 40% 50% 60% 70% 80% 90%100% 10% 20% 30% 40% 50% 60% 70% 80% 90%100%
Selection Rate(EventTime) Selection Rate(PeopleAge) Selection Rate(PeopleNum) Selection Rate(ImageClarity)

Figure 42: Spearman’s Footrule Distance of Selection Methods (Inference Method: TrueSkill).
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