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Abstract Traditional information systems return answers
after a user submits a complete query. Users often feel “left in
the dark” when they have limited knowledge about the under-
lying data and have to use a try-and-see approach for find-
ing information. A recent trend of supporting autocomplete
in these systems is a first step toward solving this problem.
In this paper, we study a new information-access paradigm,
called “type-ahead search” in which the system searches the
underlying data “on the fly” as the user types in query key-
words. It extends autocomplete interfaces by allowing key-
words to appear at different places in the underlying data.
This framework allows users to explore data as they type,
even in the presence of minor errors. We study research chal-
lenges in this framework for large amounts of data. Since each
keystroke of the user could invoke a query on the backend,
we need efficient algorithms to process each query within
milliseconds. We develop various incremental-search algo-
rithms for both single-keyword queries and multi-keyword
queries, using previously computed and cached results in
order to achieve a high interactive speed. We develop novel
techniques to support fuzzy search by allowing mismatches
between query keywords and answers. We have deployed
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several real prototypes using these techniques. One of them
has been deployed to support type-ahead search on the UC
Irvine people directory, which has been used regularly and
well received by users due to its friendly interface and high
efficiency.
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1 Introduction

In a traditional information system, a user composes a query,
submits it to the system, and the system retrieves relevant
answers. This information-access paradigm requires the user
to have certain knowledge about the structure and content of
the underlying data repository. In the case where the user
has limited knowledge about the data, often the user feels
“left in the dark” when issuing queries and has to use a
try-and-see approach for finding information, as illustrated
by the following example.

At a conference venue, an attendee named John met a per-
son from a university. After the conference, John wanted to
get more information about this person, such as his research
projects.John knows about all the person is that he is a pro-
fessor from that university, and John only remembers the
name roughly. In order to search for this person, John goes
to the directory page of the university. Figure 1 shows such an
interface. John needs to fill in the form by providing informa-
tion for some attributes, such as name, phone, department,
and title. Given his limited information about the person,
especially since he does not know the exact spelling of the
person’s name, John needs to try a few possible keywords,
go through the returned results, modify the keywords, and
re-issue a new query. He needs to repeat this step multiple
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618 G. Li et al.

Fig. 1 A typical directory-search form

times to find the person, if lucky enough. This search inter-
face is neither efficient nor user friendly.

Many systems are introducing various features to solve
this problem. One of the commonly used methods is auto-
complete, which suggests a word or phrase that the user may
type next based on the query the user has entered. As an
example, almost all the major search engines nowadays auto-
matically suggest possible keyword queries as a user types
in keywords. More and more Web sites have this feature,
due to recent advances in high-speed networks and browser-
based programming languages and tools such as JavaScript
and AJAX.

In this paper, we study a new computing paradigm,
called “type-ahead search.” Our method searches for the best
answers “on the fly” as users type in query keywords. When
searching for relevant records, we also extend our method to
find those records that include words similar to the keywords
in the query, even if they do not match exactly.

We have developed several prototypes using this par-
adigm. The first one supports type-ahead search on the
UC Irvine people directory. A screenshot is shown in
Fig. 2. In the figure, a user has typed in a query string
“professor smyt.” Even though the user has not typed in
the second keyword completely, the system can already find
person records that might be of interest to the user. Notice that
the two keywords in the query string (including a keyword
“smyt”) can appear in different attributes of the records. In
particular, in the first record, the keyword “professor”
appears in the “title” attribute, and the keyword “smyt”
appears in the “name” attribute. The matched prefixes are
highlighted.

The system can also find records with keywords that
are similar to the query keywords, such as a person name
“smith.” The feature of supporting fuzzy search is impor-
tant especially when the user has limited knowledge about
the underlying data or the entities she is looking for. In addi-
tion, as the user types in more letters, the system interac-
tively searches on the data and updates the list of relevant
records. The system also utilizes a priori knowledge such
as synonyms. For instance, given the fact that “william”
and “bill” are synonyms, the system can find a person

called “William Kropp” when the user has typed in
“bill crop.” This search prototype has been used regu-
larly by many people at UCI and received positive feedback
due to the friendly user interface and high efficiency.

In this paper, we study research challenges that arise nat-
urally in this computing paradigm. The main challenge is the
requirement of a high efficiency. To make search interactive,
for each keystroke on the client browser, from the time the
user presses the key to the time the results computed from the
server are displayed on the browser, the delay should be as
small as possible. An interactive speed requires this delay be
within milliseconds. Notice that this time includes the net-
work transfer delay, execution time on the server, and the
time for the browser to execute its JavaScript (which tends
to be slow). Providing a high efficiency on a large amount of
data is especially challenging because of two reasons. First,
we allow the query keywords to appear in different attributes
with an arbitrary order, and the “on-the-fly join” nature of the
problem can be computationally expensive. Second, we want
to support fuzzy search by finding records with keywords that
match query keywords approximately.

We develop novel solutions to these problems. We present
several incremental-search algorithms for answering a query
by using cached results of earlier queries. In this way, the
computation of the answers to a query can essentially spread
across multiple keystrokes of the user, thus we can achieve
a high speed. Specifically, we make the following contribu-
tions. (1) We present an incremental algorithm for computing
keyword prefixes similar to a prefix keyword (Sect. 4). (2)
For queries with multiple keywords, we study various tech-
niques for computing the intersection of the inverted lists
of query keywords and develop a novel algorithm for com-
puting the results efficiently (Sect. 5.1). (3) We develop an
on-demand caching technique for incrementally computing
first-k (any-k) answers.1 Its idea is to cache only part of the
results of a query. For subsequent queries, the unfinished
computation will be resumed if the previously cached results
are not sufficient. In this way, we can efficiently compute
and cache a small amount of results (Sect. 5.2). (4) We study
various features in this paradigm, such as how to highlight
keywords in the results, how to utilize domain-specific infor-
mation (e.g., synonyms) to improve search, and how to sup-
port updates (Sect. 6). (5) In addition to deploying several
real prototypes, we conducted a thorough experimental eval-
uation of the developed techniques on real data sets and show
the practicality of this new computing paradigm. All exper-
iments were done using a single desktop machine, which
can achieve a response time of milliseconds on millions of
records.

1 In our deployed system of UCI people search, we return the top-k
answers for each query. In this paper, we focus on any-k queries and
will study how to answer top-k queries efficiently in the future.
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Fig. 2 Type-ahead search on
the UC Irvine people directory
(http://psearch.ics.uci.edu)

Fig. 3 Trie with inverted lists at leaf nodes (The numbers in rectangles
are record IDs, the underlined numbers are word IDs, and other numbers
are node IDs.)

1.1 Related work

Bast et al. proposed techniques to support “CompleteSearch,”
in which a user types in keywords letter by letter, and the sys-
tem finds records that include these keywords (possibly at
different places) [4–7,10]. Different from CompleteSearch,
we propose an alternative index structure to achieve the goal.
Chaudhuri et al. [15] also studied how to extend autocomple-
tion to tolerate errors. The algorithms for computing similar
prefixes for a query presented in the two papers are similar,
while our algorithm was published earlier in [26]. In addi-
tion, our work also studied type-ahead search of multiple
keywords, which was not studied in their paper.

2 Preliminaries

2.1 Problem formulation

We formalize the problem of type-ahead search on a set of
records, and our method can be adapted to textual documents
[57], XML documents [41], and relational databases [42] as
well.

Exact type-ahead search: Consider a set of records
R = {r1, r2, . . . , rn}. Each record is a sequence of words
(tokens). A query consists of a set of keywords Q =
{p1, p2, . . . , p�}. The query answer is a set of records r in
R such that for each query keyword pi , record r contains a
word with pi as a prefix. For example, consider the data in
Table 1, which has ten records. For a query {“vldb”, “l”},
record 7 is an answer, since it contains word “vldb” and a
word “luis” with a prefix “l”.

Fuzzy type-ahead search: Different from exact type-ahead
search, the query answer of fuzzy type-ahead search is a
set of records r in R such that for each query keyword
pi , record r contains a word with a prefix similar to pi .
In this work, we use edit distance to measure the similarity
between two strings. We can transform a string to another
using four operations: match, insertion, deletion, and sub-
stitution. The edit distance between two strings s1 and s2,
denoted by ed(s1, s2), is the minimum number of inser-
tion, deletion, and substitution operations of single char-
acters needed to transform the first one to the second. We
say a word in a record r has a prefix w similar to the
query keyword pi if the edit distance between w and pi is
within a given threshold τ .2 For example, suppose the edit-
distance threshold τ = 1. For a query {“vldb”, “lvi”},
record 7 is an answer, since it contains a word “vldb”
(matching the query keyword “vldb” exactly) and a word
“luis” with a prefix “lui” similar to query keyword “lvi”

2 For simplicity, we assume a threshold τ on the edit distance between
similar strings is given. Our solution can be extended to the case where
we want to increase the threshold τ for longer prefixes.

123

http://psearch.ics.uci.edu
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Fig. 4 Fuzzy search of prefix
queries of “nlis” on a partial
trie (edit-distance threshold
τ = 2). a Initialize, b query ‘n’,
c query ‘nl’, d query ‘nli’,
e query ‘nlis’

(a) (b) (c) (d) (e)
Table 1 A set of records

ID Record

1 EASE: an effective 3-in-1 keyword search method for unstructured, semi-structured and structured data. Guoliang Li,
Beng Chin Ooi, Jianhua Feng, Jianyong Wang, Lizhu Zhou. SIGMOD, 2008

2 BLINKS: ranked keyword searches on graphs. Hao He, Haixun Wang, Jun Yang, Philip S. Yu. SIGMOD, 2007

3 Spark: top-k keyword query in relational databases. Yi Luo, Xuemin Lin, Wei Wang, Xiaofang Zhou. SIGMOD, 2007

4 Finding top-k min-cost connected trees in databases. Bolin Ding, Jeffrey Xu Yu, Shan Wang, Lu Qin, Xiao Zhang, Xuemin
Lin. ICDE, 2007

5 Effective keyword search in relational databases. Fang Liu, Clement T. Yu, Weiyi Meng, Abdur Chowdhury. SIGMOD, 2006

6 Bidirectional expansion for keyword search on graph databases. Varun Kacholia, Shashank Pandit, Soumen Chakrabarti, S.
Sudarshan, Rushi Desai, Hrishikesh Karambelkar. VLDB, 2005

7 Efficient IR-style keyword search over relational databases. Vagelis Hristidis, Luis Gravano, Yannis Papakonstantinou. VLDB, 2003

8 DISCOVER: keyword search in relational databases. Vagelis Hristidis, Yannis Papakonstantinou. VLDB, 2002

9 DBXplorer: a system for keyword-based search over relational databases. Sanjay Agrawal, Surajit Chaudhuri, Gautam Das. ICDE, 2002

10 Keyword searching and browsing in databases using BANKS. Gaurav Bhalotia, Arvind Hulgeri, Charuta Nakhe, Soumen
Chakrabarti, S. Sudarshan. ICDE, 2002

(i.e., their edit distance is 1, which is within the threshold
τ = 1).

2.2 Indexing

We use a trie to index the words in the records. Each word w

in the table corresponds to a unique path from the root of the
trie to a leaf node. The label of the root node is ε, where ε

is a special mark and denotes the empty string. The label of
each leaf node is also ε. Each of other nodes on the path has a
label of a character in w. For simplicity, a node is mentioned
interchangeably with its corresponding string in the remain-
der of the paper. Each leaf node has an inverted list of IDs
of records that contain the corresponding word. For instance,
Fig. 3 shows a partial index structure for publication records.
The word “vldb” has a trie node ID of 28, and its inverted
list includes record IDs 6, 7, and 8.

In this paper, we focus on in-memory index structures for
applications that need to support a high query throughout for
a large number of users.

3 Exact search for single keyword

In this section, we discuss how to answer a query with a
single keyword using the trie structure.

3.1 Non-incremental method

One naive way to process a query with a single keyword on
the server is to answer the query from scratch as follows.
We first find the trie node corresponding to the query key-
word by traversing the trie from the root. Then, we locate the
leaf descendants of this node and retrieve the corresponding
words and the records on the inverted lists.

For example, suppose a user types in a query with a sin-
gle keyword “luis” letter by letter. When the user types
in the character “l”, the client sends the query “l” to the
server. The server finds the trie node corresponding to this
keyword, i.e., node 12. Then, it locates the leaf descendants
of node 12, i.e., nodes 14, 16, 18, 20, and 23, and retrieves
the corresponding words, i.e., “li”, “lin”, “liu”, “lu”,
and “luis”, and the records, i.e., 1, 3, 4, 5, and 7. When
the user types in the character “u”, the client sends a query
string “lu” to the server. The server answers the query from
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Efficient fuzzy full-text type-ahead search 621

Table 2 Computing active-node sets for queries of “nlis” (edit-distance threshold τ = 2)

�ε 〈n0, 0〉 〈n12, 1〉 〈n13, 2〉 〈n19, 2〉
(a) Query “n”

Deletion 〈n0, 1〉 〈n12, 2〉 – –

Substitution 〈n12, 1〉 〈n13, 2〉; 〈n19, 2〉 – –

Match – – 〈n15, 2〉 –

Insertion – – – –

�n 〈n0, 1〉; 〈n12, 1〉; 〈n13, 2〉; 〈n19, 2〉; 〈n15, 2〉
�n 〈n0, 1〉 〈n12, 1〉 〈n13, 2〉 〈n15, 2〉 〈n19, 2〉
(b) Query “nl”

Deletion 〈n0, 2〉 〈n12, 2〉 – – –
Substitution – 〈n13, 2〉; 〈n19, 2〉 – – –
Match 〈n12, 1〉 – – – –
Insertion 〈n13, 2〉; 〈n19, 2〉 – – – –
�nl 〈n12, 1〉; 〈n0, 2〉; 〈n13, 2〉; 〈n19, 2〉
�nl 〈n12, 1〉 〈n0, 2〉 〈n13, 2〉 〈n19, 2〉

(c) Query “nli”
Deletion 〈n12, 2〉 – – –
Substitution 〈n19, 2〉 – – –
Match 〈n13, 1〉 – – 〈n21, 2〉
Insertion 〈n15, 2〉; 〈n17, 2〉 – – –
�nli 〈n13, 1〉; 〈n12, 2〉; 〈n15, 2〉; 〈n17, 2〉; 〈n19, 2〉; 〈n21, 2〉
�nli 〈n13, 1〉 〈n12, 2〉 〈n15, 2〉 〈n17, 2〉 〈n19, 2〉 〈n21, 2〉

(d) Query “nlis”
Deletion 〈n13, 2〉 – – – – –
Substitution 〈n15, 2〉; 〈n17, 2〉 – – – – –
Match – – – – – 〈n22, 2〉
Insertion – – – – – –
�nlis 〈n13, 2〉; 〈n15, 2〉; 〈n17, 2〉; 〈n22, 2〉

Table 3 Computing pivotal active-node sets for queries of “nlis”, where the edit-distance threshold is τ = 2

�ε 〈n0, 0, ε, 0〉
(a) Query “n”

Deletion 〈n0, 1, ε, 0〉
Match 〈n15, 2, “n”, 2〉
�n 〈n0, 1, ε, 0〉; 〈n15, 2, “n”, 2〉

�n 〈n0, 1, ε, 0〉 〈n15, 2, “n”, 2〉
(b) Query“nl”

Deletion 〈n0, 2, ε, 0〉 –
Match 〈n12, 1, “nl”, 1〉 –
�nl 〈n12, 1, “nl”, 1〉; 〈n0, 2, ε, 0〉

�nl 〈n12, 1, “nl”, 1〉 〈n0, 2, ε, 0〉
(c) Query “nli”

Deletion 〈n12, 2, “nl”, 1〉 –
Match 〈n13, 1, “nli”, 1〉; 〈n21, 2, “nli”, 2〉 –
Insert 〈15,2〉 –
�nli 〈n13, 1, “nli”, 1〉; 〈n12, 2, “nl”, 1〉; 〈n21, 2, “nli”, 2〉

�nli 〈n13, 1, “nli”, 1〉 〈n12, 2, “nl”, 1〉 〈n21, 2, “nli”, 2〉
(d) Query “nlis”

Deletion 〈n13, 2, “nli”, 1〉 – –
Match – – 〈n22, 2, “nlis”, 2〉
�nlis 〈n13, 2, “nli”, 1〉; 〈n22, 2, “nlis”, 2〉
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scratch as follows. It first finds node 19 for this string and
then locates the leaf descendants of node 19 (nodes 20 and
23). It retrieves the corresponding words (“lu” and “luis”)
and computes the records (4 and 7). Other queries invoked by
keystrokes are processed in a similar way. One main limita-
tion of this method is that it involves a lot of re-computation
without using the results of earlier queries.

3.2 Incremental algorithm

We can incrementally compute answers as follows. We main-
tain a session for each user.3 Each session keeps the key-
words that the user has typed in so far and the corresponding
trie nodes. The goal is to use such information to answer
subsequent queries incrementally.

Assume a user has typed in a query with a single key-
word px = c1c2 . . . cx letter by letter. Suppose nx is the trie
node corresponding to px . After the user types in a prefix
query px , we store node nx for px and its relevant records.
For example, suppose a user has typed in “lui”. After this
query is submitted, the server has stored node 12 and records
1, 3, 4, 5, and 7 for the prefix query “l”, node 19 and records
4 and 7 for the prefix query “lu”, and node 21 and record 7
for “lui”. For each keystroke from the user, for simplicity,
we first assume that the user types in a new character cx+1 at
the end of the previous query. To incrementally answer the
new query, we first check whether node nx kept for px has a
child with a character of cx+1. If so, we locate the leaf descen-
dants of node nx+1 and retrieve the corresponding words and
records. Otherwise, there is no word with a prefix of px+1,
and we can just return an empty answer. For example, if the
user types in a letter “s” after “lui”, we check whether node
21 kept for “lui” has a child with character “s”. Here, we
find node 22 and retrieve the word “luis” and record 7.

It is possible that the user modifies the previous query arbi-
trarily or copies and pastes a completely different string. In
this case, for the new query, among all the keywords typed by
the user, we identify the cached keyword that has the longest
prefix with the new query. Formally, consider a cached query
with a single keyword c1c2 . . . cx . Suppose the user submits a
new query with a single keyword p = c1c2 . . . ci di+1 . . . dy .
We find pi = c1c2 . . . ci that has a longest prefix with p.
Then, we use the node ni of pi to incrementally answer the
new query p, by inserting the characters after the longest
prefix of the new query (i.e., di+1 . . . dy) one by one. In par-
ticular, if there exists a cached keyword pi = p, we use
the cached records of pi to directly answer the query p. If
there is no such a cached keyword, we answer the query from
scratch.

3 Different sessions can share their cached results.

4 Fuzzy search for single keyword

In this section, we study fuzzy search for a single keyword.
For the case of exact prefix search using a trie index, there
can be at most one trie node corresponding to each keyword.
We can access the inverted lists of its descendant leaf nodes
to retrieve candidate records. The solution to the problem of
fuzzy search is more challenging since a keyword can have
multiple similar prefixes, and we need to compute them effi-
ciently. In this section, we focus on computing these similar
prefixes efficiently.

4.1 Active nodes

Let p be a query keyword and τ be an edit-distance threshold.
We call a trie node n an active node of p with respect to τ ,
or simply an active node of p when τ is clear in the context,
if the edit distance between the string of n and p is within τ ,
i.e., ed(n, p) ≤ τ . The leaf descendants of the active nodes
are called the similar words of p. For example, consider the
trie in Fig. 4. Suppose the edit-distance threshold τ = 2, and
a user types in a prefix p = “nlis”. As illustrated by Fig. 4e,
each of the prefixes “li”, “lin”, “liu”, and “luis” has
an edit distance to p within τ . Thus, nodes 13, 15, 17, and
22 are active nodes of p. The similar words for the prefix
are “li”, “lin”, “liu”, and “luis”. We can retrieve the
records on the inverted lists of the similar words to compute
answers to the prefix query.

4.2 Incrementally computing active nodes

We now study how to compute active nodes efficiently for
a keyword as the user types in a keyword character by
character. We develop a caching-based algorithm, called
“ICAN”, which stands for incrementally computing active
nodes. Given a query keyword p, we want to compute and
store a set of tuples �p = {〈n, ξn〉}, such that (1) each n is
an active node of p with ξn = ed(n, p) ≤ τ and (2) every
active node of p appears in a tuple in �p. We call �p the
set of active nodes of p. The idea of the ICAN algorithm is
the following: when the user types in one more letter after
p, the active nodes of p can be used to compute the active
nodes of the new query. For example, assume a user types
in a query “nlis” letter by letter and the threshold τ is 2.
Figure 2 illustrates how the algorithm processes the queries
invoked by keystrokes. Table 2 shows the details of how to
compute the active node sets incrementally.

4.2.1 Algorithm description

Now we describe the details of the ICAN algorithm. Ini-
tially, before the user types in any character, the query key-
word is the empty string ε, and its corresponding active node
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set �ε is initialized as: �ε = {〈n, ξn〉 | ξn = |n| ≤ τ }.
That is, it includes all trie nodes n whose corresponding
string has a length |n| within the edit-distance threshold
τ . Clearly, these nodes are all the active nodes for ε. In
our running example, the first step is to initialize �ε =
{〈n0, 0〉, 〈n12, 1〉, 〈n13, 2〉, 〈n19, 2〉}, as shown in Fig. 4a and
Table 2a, where n0 denotes node 0.

Suppose after the user types in a query string px =
c1c2 . . . cx , we have computed the active node set �px for
px . Now, the user types in a new character cx+1 and submits
a new query px+1. The algorithm computes the active node
set �px+1 for px+1 by using �px as follows. We initialize
�px+1 to be empty. Before we present the details of adding
more tuples to �px+1 , we first introduce a notation. Given two
strings s1 and s2, consider a transformation from s1 to s2. We
define the transformation distance with respect to this trans-
formation is the number of single-character edit operations
in the transformation. We introduce this notation instead of
using the standard definition of edit distance because there
can be different numbers of edit operations transforming one
string to another. Two strings can have multiple transforma-
tion distances with respect to different transformations, and
their edit distance is referring to the minimum one.

For each 〈n, ξn〉 in �px , only the descendants of n are
examined as active node candidates for px+1, as illustrated
in Fig. 5. We consider the following cases.

Considering node n: Consider the active node n of px . We
can transform n to px+1 with ξn + 1 edit operations by first
transforming n to px (with ξn edit operations) and then delet-
ing the last character cx+1. If ξn + 1 ≤ τ , we add 〈n, ξn + 1〉

Fig. 5 Incrementally computing the active-node set �px+1 from the
active-node set �px . We consider an active node 〈n, ξn〉 in �px

to �px+1 . In our running example, consider the case where
the user types in the first character “n”. For 〈n0, 0〉 ∈ �ε ,
since we can apply a deletion operation on letter “n” with 1
edit operation, we add 〈n0, 1〉 to �n.

Considering children of node n: For each child nc of node n,
there are two possible cases.

Case 1 The child node nc has a character different from cx+1.
Figure 5 shows a node ns for such a child node, where “s”
stands for substitution. We can transform ns to px+1 with
ξn + 1 operations by first transforming n to px (with ξn

operations) and then substituting the character of ns for the
character cx+1. If ξn + 1 ≤ τ , then we add 〈ns, ξn + 1〉 to
�px+1 . This case corresponds to substituting the character of
ns for the character cx+1. In the running example, consider
the case where the user types in the first character “n”. For
〈n0, 0〉 ∈ �ε , node 12 is a child of node 0 with a letter “l”.
Since we can apply a substitution operation on character “l”
for“n” with 1 edit operation, 〈n12, 1〉 is added to �n.

Case 2 The child node nc has a character cx+1, i.e., a charac-
ter matching the new character in the query. Figure 5 shows
the node nm for such a child node, where “m” stands for
matching. In this case, we can transform nm to px+1 with ξn

edit operations by first transforming n to px (with ξn opera-
tions) and then matching the character of nm with the char-
acter cx+1. We add 〈nm, ξn〉 to �px+1 . This case corresponds
to the match between the character of nm and the character
cx+1. One subtlety here is that if ξn < τ , the following oper-
ations are also required: for each nm’s descendant d that is
at most τ − ξn letters away from nm , we need to add 〈d, ξd〉
to �px+1 , where ξd = ξn + |d| − |nm |. The operations for
each descendant correspond to inserting several letters after
node nm . In our running example, suppose the user types in
the first character “l”. For 〈n0, 0〉 ∈ �ε , node 12 is a child
of node 0 with a letter “l”. As the character of node 12 (“l”)
matches letter “l”, 〈n12, 0〉 is added to �l. Node 13 is a child
of node 12. As we can insert the character of n13 (character
“i”) after node 12 with 1 edit operation, 〈n13, 1〉 is added
to �l.
Keeping minimum distances: During the computation of the
set �px+1 , whenever we add a tuple 〈v, ξ1〉 to the set, there
can be already a tuple 〈v, ξ2〉 for the same trie node v in the
set. If ξ1 ≥ ξ2, then the new tuple is not added. If ξ1 < ξ2,
then the new tuple will replace the original tuple 〈v, ξ2〉. In
other words, for the same trie node v, in the new set, we only
keep its minimum transformation distance to the query string
px+1.
Complexity analysis: Given a query keyword p, we ana-
lyze the complexity of the algorithm ICAN for computing
its active node set from that of its prefix p′, which does
not have the last character of p. Consider the set of active
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nodes of p,�p. We first consider each active node in �p,
which is computed from its ancestors within τ steps. Such
an active node is inserted into �p at most τ times. The
total time to compute them is O(τ ∗ |�p|). In addition,
we need to consider those nodes that are considered by the
algorithm but are not inserted into �p since their edit dis-
tance to p is greater than τ . Such nodes can be detected
and avoided by checking whether an active node n in �′

p
has an edit distance to p strictly less than τ . These check-
ing steps take O(|�′

p|). Thus, the total time complexity is

O
(
τ ∗ (|�p| + |�′

p|)
)

.

The space complexity is O(|�p| + |�p′ |), since we only
need to keep these two active node sets.

4.2.2 Proof of correctness

We now prove that the set �px+1 computed by the ICAN
algorithm above is indeed the set of active nodes with their
edit distances for the new prefix px+1. We prove the claim
by providing two lemmas corresponding to the completeness
and soundness, respectively.

Lemma 1 (Completeness) Let p be a query keyword. For
each active node n of p, the tuple 〈n, ed(n, p)〉 must be in
the set �p computed by the ICAN algorithm.

Proof We prove this lemma by induction. This claim is obvi-
ously true when p = p0 = ε. Suppose the claim is true for
px with x characters. We want to prove this claim is also true
for a new query string px+1, where px+1 = px c, i.e., px+1

is a concatenated string of the string px and a character c.
Suppose v is an active node of px+1. If v = ε, then by

definition, ed(v, px+1) = ed(ε, px+1) = x + 1 ≤ τ , and
x ≤ τ − 1 < τ . Thus, ed(v, px ) = ed(ε, px ) = x ≤ τ ,
and v is also an active node of px . When the ICAN algo-
rithm considers this node v, it adds the pair 〈v, x + 1〉 (i.e.,
〈v, ed(v, px+1)〉) to the set �px+1 .

Now consider the case where the active node v of px+1

is not the empty string. Let v = ny+1 = nyd, i.e., it has
y + 1 characters, and is concatenated from a string ny and a
character d. By definition, ed(ny+1, px+1) ≤ τ . We want to
prove that

〈
ny+1, ed(ny+1, px+1)

〉
will be added to �px+1 in

the ICAN algorithm.
Based on the idea in the classic dynamic programming

algorithm [30], we have

ed(ny+1, px+1) = min

⎧⎪⎪⎨
⎪⎪⎩

ed(ny+1, px ) + 1 deletion{
ed(ny, px ) + 1 if c 	= d
ed(ny, px ) if c = d

ed(ny, px+1) + 1 insertion

Correspondingly, we consider the following four cases in
the minimum number of edit operations to transform ny+1

to px+1.

Case 1 Deleting the last character c from px+1, and trans-
forming ny+1 to px . Since ed(ny+1, px+1) = ed(ny+1, px )

+ 1 ≤ τ , we have ed(ny+1, px ) ≤ τ − 1 < τ . Thus, ny+1

is an active node of px . Based on the induction assump-
tion,

〈
ny+1, ed(ny+1, px )

〉
must be in �px . From the node

ny+1, the ICAN algorithm considers the deletion case when
it considers the node ny and adds

〈
ny+1, ed(ny+1, px ) + 1

〉
to �px+1 , which is exactly

〈
ny+1, ed(ny+1, px+1)

〉
.

Case 2 Substituting the character d of ny+1 for the last charac-
ter c of px+1. Since ed(ny+1, px+1) = ed(ny, px )+ 1 ≤ τ ,
we have ed(ny, px ) ≤ τ −1 < τ . Thus, ny is an active node
of px . Based on the induction assumption,

〈
ny, ed(ny, px )

〉
must be in �px . From node ny , the ICAN algorithm consid-
ers the substitution case when it considers this child node
(ny+1) of the node ny and adds

〈
ny+1, ed(ny, px ) + 1

〉
to

�px+1 , which is exactly
〈
ny+1, ed(ny+1, px+1)

〉
.

Case 3 The last character c of px+1 matching the character d
of ny+1. Since ed(ny+1, px+1) = ed(ny, px ) ≤ τ , then ny

is an active node of nx . Based on the induction assumption,〈
ny, ed(ny, px )

〉
must be in �px . From node ny , the ICAN

algorithm considers the match case when it considers this
child node (ny+1) of the node ny and adds

〈
ny+1, ed(ny, px )

〉
to �px+1 , which is exactly

〈
ny+1, ed(ny+1, px+1)

〉
.

Case 4 Transforming ny to px+1 and inserting character d of
ny+1. For each transformation from ny to px+1, we consider
the last character c of px+1. First, we can show that this trans-
formation cannot delete the character c, since otherwise we
can combine this deletion of c and the insertion of d into one
substitution, yielding another transformation with a smaller
number of edit operations, contradicting to the minimality of
edit distance.

Thus, we can just consider two possible operations on
the character c in this transformation. (1) Matching c for
the character of an ancestor na of ny+1: In this case, since
ed(ny+1, px+1) = ed(na−1, px ) + y − a + 1 ≤ τ , we have
ed(na−1, px ) ≤ τ , and na−1 is an active node of px . Based on
the induction assumption, 〈na−1, ed(na−1, px )〉 must be in
�px . From node na−1, the algorithm considers the matching
case and adds

〈
ny+1, ed(na−1, px ) + y − a + 1

〉
to �px+1 ,

which is
〈
ny+1, ed(ny+1, px+1)

〉
. (2) Substituting c for the

character of an ancestor na of ny+1: In this case, instead of
substituting c for the character of na and inserting the charac-
ter d, we can insert the character of na and substitute c for the
last character d. Then, we get another transformation with the
same number of edit operations. (Characters c and d cannot
be the same, since otherwise the new transformation could
have fewer edit operations, contradicting to the minimality
of edit distance.) We use the same argument in “Case 2” to
show that the ICAN algorithm adds

〈
ny+1, ed(ny+1, px+1)

〉
to �px+1 .
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In summary, for all cases, the algorithm adds
〈
ny+1, ed

(ny+1, px+1)
〉

to �px+1 .

Lemma 2 (Soundness) For each tuple 〈n, ξn〉 in the final set
�p computed in the ICAN algorithm, the node n is an active
node of p, and ξn = ed(n, p).

Proof By definition, a transformation distance of two strings
in each added tuple by the algorithm is no less than their edit
distance. That is, ed(n, p) ≤ ξn ≤ τ . Therefore, n must
be an active node of p. Based on the completeness claim in
Lemma 1, 〈n, ed(n, p)〉 must be in �p. In addition, for each
node, the ICAN algorithm only keeps the minimum transfor-
mation distance, and the edit distance is the minimum trans-
formation distance. Therefore, there can be only one tuple
〈n, ξn〉 for node n in �p, and ξn = ed(n, p). 
�
Theorem 1 Given a query keyword p, the ICAN algorithm
computes all the active nodes of p with their edit distances.

Proof It is a corollary of the two lemmas above. 
�

4.3 Improvement by pruning active nodes

Our end goal of computing active nodes of a query keyword
is to use them to identify the similar words of the keyword.
There may be many active nodes for a given query
keyword. In this section, we discuss how to prune unnec-
essary active nodes while we can still compute all the similar
words of the keyword. This method has two advantages: (1)
We can reduce the space to store active nodes; (2) We can
improve search performance since we do not need to scan all
the active nodes for incremental computation.

The intuition of our approach can be illustrated as follows.
In our running example, consider a query keyword “nl” with
a threshold τ = 2, where �nl = {〈n12, 1〉; 〈n0, 2〉; 〈n13, 2〉 ;
〈n19, 2〉}. Although n13 (“li”) and n19 (“lu”) are active
nodes, we do not need to keep them, since we can use the
active node n12 (“l”) to compute the similar words of “li”
and “lu” using “l”. In other words, we only need to keep
the active node “l” to compute the same set of similar words
for the query keyword.

4.3.1 Pivotal active nodes

When defining a subset of active nodes that can be used to
compute all the similar words for the query keyword, we
also want to be able to compute them incrementally and effi-
ciently. To define such a subset, we have the following obser-
vation. Given an active node n of p, if for any transformation
from n to p with ed(n, p) operations, the operation on the
last character of n is not a match operation and we can delete
the last character of n. We keep n’s parent and do not keep n.
For example, consider the query keyword “nl” in our run-
ning example. The node of “l” is an active node. “li” and

“lu” are also active nodes, and their edit distances to “nl”
are 2 and their last characters do not match characters in
the query keyword “nl”. Obviously, we can derive the two
active nodes from the node “l” by appending characters “i”
and “u”, respectively. In addition, we can compute the simi-
lar words “li” and “lu” by visiting the leaf descendants of
“l”. Thus, we do not want to keep these two nodes. To this
end, we propose the concept of pivotal active node.

Definition 1 (Pivotal Active Node) Given a query keyword
p, a trie node n is a pivotal active node of p with respect to
an edit-distance threshold τ , if and only if (1) n is an active
node of p and (2) there exists a transformation from p to n
with ed(n, p) edit operations, and the operation on the last
character of n is a “match” operation. That is the operation on
character of n is neither deletion ed(n, p) 	= ed(n′, p) + 1
nor substitution ed(n, p) 	= ed(n′, p′) + 1, where n′ and p′
are respectively the prefixes of n and p which do not contain
the last character.

Next, we prove that the set of pivotal active nodes can be
used to compute all the similar words for a query keyword.
We will propose an incremental algorithm to efficiently com-
pute pivotal active nodes in Sect. 4.3.2.

Lemma 3 For a query keyword p, let A and P respectively
denote the active node set and pivotal active node set of the
query string, L(A) and L(P) respectively denote the set of
leaf nodes of nodes in A and P. We have L(A) = L(P).

Proof It is obvious that L(P) ⊆ L(A) as P ⊆ A. We only
need to prove L(A) ⊆ L(P). Consider a leaf node l ∈ L(A),
which is a descendant of an active node n. If n is a pivotal
active node, i.e., n ∈ P , then l ∈ L(P). If n is not a pivotal
active node, we can find one of its ancestors na , which is a
pivotal active node. As l is a descendant of na, l ∈ L(P).
Hence, L(A) ⊆ L(P).

Next, we present how to find pivotal active node na . Let
n = ny = d1d2 · · · dy and p = px = c1c2 · · · cx , where ds

and ct are characters for 1 ≤ s ≤ y and 1 ≤ t ≤ x . We
first check whether ny is a pivotal active node based on the
definition. If not, ny−1 must be an active node, since (1) if
ed(ny, px ) = ed(ny−1, px ) + 1, we have ed(ny−1, px ) ≤
ed(ny, px )−1 ≤ τ ; (2) if ed(ny, px ) = ed(ny−1, px−1)+1,
for each transformation ρ from ny−1 to px−1, we can con-
struct a transformation from ny−1 to px , which is the same
as ρ except that we delete character cx , and thus we have
ed(ny−1, px ) ≤ ed(ny−1, px−1) + 1 ≤ ed(ny, px ) ≤ τ .
Then we check whether ny−1 is a pivotal active node based
on the definition. Iteratively, we will find a pivotal active
node. Note that if each ni (for y ≥ i ≥ 1) is not a pivotal
active node, the root node must be. 
�
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Fig. 6 Incrementally
computing pivotal active nodes
(ci = dy and cx+1 = dz)

4.3.2 Incrementally computing pivotal active nodes

We now study how to compute pivotal active nodes effi-
ciently for a keyword as the user types in a keyword character
by character. We develop a caching-based algorithm, called
“ICPAN”, which stands for “Incrementally Computing Piv-
otal Active Nodes,” which extends the previous ICAN algo-
rithm. Given an query keyword px , we want to compute and
store a set of quadruples �px = {〈n, ξ

px
n , pi , ξ

pi
n 〉} . In each

quadruple, n is a pivotal active node of px . pi is a prefix of
px such that the last characters of n and pi match. If no such
prefix exists, pi = ε; if there are multiple such prefixes, we
select the one with the shortest length. ξ

pi
n ≤ τ is a transfor-

mation distance from node n to pi with a match operation
on the last characters of n and pi . ξ

px
n ≤ τ is a transforma-

tion distance from node n to px by first transforming node
n to pi and then appending the characters after pi , that is
ξ

px
n = ξ

pi
n + |px | − |pi |. We devise an algorithm to com-

pute �px and guarantee that every pivotal active node of px

appears as the “n” node in a quadruple in �px .

Algorithm description: Initially, before the user types in char-
acters, the query keyword is the empty string ε, and we ini-
tialize its corresponding set �ε = {〈r, 0, ε, 0〉}, where r is
the root node, since obviously the root is the only pivotal
active node for ε. In the running example, assume a user
types in a query “nlis” letter by letter, and the threshold τ

is 2. Table 3 shows the details of how to compute the pivotal
active node sets incrementally. The first step is to initialize
�ε = {〈n0, 0, ε, 0〉}, where n0 denotes the root node 0.

After the user types in a query string px = c1c2 . . . cx ,
we have computed the pivotal active node set �px for px .
Now the user types in a new character cx+1 and submits
a new query px+1. The ICPAN algorithm computes the

pivotal active node set �px+1 for px+1 by using �px as fol-
lows. The set �px+1 is initialized to be empty. For each qua-
druples

〈
n, ξ

px
n , pi , ξ

pi
n

〉
in �px , only the descendants of n

are examined as pivotal active node candidates for px+1 as
shown in Fig. 6.

Considering node n: Consider the pivotal active node n of
px . We can transform n to px+1 with ξ

px
n + 1 operations

by first transforming n to px (with ξ
px

n operations) and then
deleting the last character cx+1. If ξ

px
n + 1 ≤ τ , we add〈

n, ξ
px

n + 1, pi , ξ
pi

n
〉
to �px+1 . For example, assume the user

types in the first character “n”. For 〈n0, 0, ε, 0〉 ∈ �ε , since
we can apply a deletion operation on the character “n” with
1 edit operation, we add 〈n0, 1, ε, 0〉 into �n.

Considering descendants of node n: Consider n’s descen-
dants that have character cx+1 and are within τ − ξ

pi
n + 1

steps from node n. For each such node n′, we can trans-
form n′ to px+1 as follows: (1) transforming n to pi ; (2)
transforming the characters after n and before n′ to the char-
acters ci+1 · · · cx ; and (3) matching the character of n′ with
the character cx+1. Thus, we can transform n′ to px+1 with
ξ

px+1
n′ = ξ

pi
n + max(|n′| − |n|− 1, |px |− |pi |) operations. If

ξ
px+1

n′ ≤ τ , we add
〈
n′, ξ px+1

n′ , px+1, ξ
px+1

n′
〉

into �px+1 . For
example, assume the user types in the first character “n”. For
〈n0, 0, ε, 0〉 ∈ �ε , since the character of node n15(“lin”)
matches “n”, we add

〈
n15, 2, “lin′′, 2

〉
into �n.

Keeping the minimum transformation distance: During the
computation of the new set �px+1 , for the same trie node n,
we only keep the minimum transformation distance between
the node n and the query string px+1. In particular, whenever
we add a quadruple

〈
n, ξ

px+1
n , pi , ξ

pi
n

〉
to the set, there might

be already a quadruple
〈
n, ξ ′ px+1

n , p j , ξ
′ p j
n

〉
for the same trie
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node n in the set. If ξ ′ px+1
n > ξ

px+1
n , then the new quadruple

is not added. If ξ ′ px+1
n = ξ

px+1
n and |p j | < |pi |, then the new

quadruple will replace the original quadruple (keeping the
prefix with the shortest length). If ξ ′ px+1

n < ξ
px+1

n , then the
new quadruple will replace the original quadruple.

Removing non pivotal active nodes: For each quadru-
ple

〈
n, ξ

px+1
n , pi , ξ

pi
n

〉
, if pi 	= px+1, for each ancestor

node na 	= n of n, if
〈
na, ξ

px+1
na , pa, ξ

pa
na

〉 ∈ �px+1 and
ξ

pa
na + max(|px+1| − |pa |, |n| − |na |) < ξ

px+1
n , we remove〈

n, ξ
px+1

n , pi , ξ
pi

n
〉

from the set. The reason is that there is a
transformation from n to px+1 with smaller transformation
distance than ξ

px+1
n and the last character of node n does not

match, i.e., n is not a pivotal active node of px+1.

Complexity analysis: Given a query keyword p, we analyze
the complexity of the algorithm ICPAN for computing its
pivotal active node set from that of its prefix p′, which does
not have the last character of p. Consider the set of pivotal
active nodes of p, �p. Different from ICAN, ICPAN needs
to remove non-pivotal active nodes from �p. Considering
the removed tuples, all such tuples must be added into �p in
the deletion case (see Fig. 6). For each node in �p′ , consid-
ering the deletion case, ICPAN adds a tuple into �p. Thus,
ICPAN adds at most |�p′ | tuples for the deletion case, that is
ICPAN removes at most |�p′ | tuples from �p in the removal
step. As there are |�p| tuples in �p, ICPAN inserts at most
|�p| + |�p′ | tuples into �p totally. Similar to ICAN, each
tuple is added into �p at most τ times. Thus, the time com-
plexity of ICPAN is O (

τ ∗ (|�p| + |�p′ |)).
As ICPAN needs to maintain the pivotal active node sets

�p and �p′ , the space complexity is O(|�p| + |�p′ |).
In the running example where a user types in a query

“nlis” letter by letter, and the threshold τ is 2. Table 3
shows the details of how to compute the pivotal active
node sets incrementally. The first step is to initialize �ε =
{〈n0, 0, ε, 0〉} (Table 2a). When the user types in the first
character “n”, we apply edit operations on the character until
reaching the threshold. Its active node set �n can be com-
puted based on �ε as follows. For 〈n0, 0, ε, 0〉 ∈ �ε , as we
can apply deletion on character “n” with 1 edit operation,
we add 〈n0, 1, ε, 0〉 into �n. As the character of node n15

(“lin”) matches the last character of the query keyword, we
can apply a match operation and insert

〈
n15, 2, “lin′′, 2

〉
into

�n. Then, the user types in a character “l”. For 〈n0, 1, ε, 0〉 ∈
�n, as we can apply a deletion operation on character “l”
with 1 edit operation, we add 〈n0, 2, ε, 0〉 into �nl. As the
character of node n12 (“l”) matches the new character in the
query keyword, we can apply a match operation and insert〈
n12, 1, “l′′, 1

〉
into �nl. For

〈
n15, 2, “lin′′, 2

〉 ∈ �nl, as
it has no descendant, we will not insert any node. Similarly,
we can compute the sets for the prefix queries of “nlis”
incrementally.

For each active node, the words corresponding to its leaf
descendants are similar words. For the query “nli”, there
are six active nodes as shown in Table 2c, and there are only
three pivotal active nodes as shown in Table 3c. We can get
the similar words of “nli” using the pivotal active nodes,
e.g., “li”.

4.3.3 Proof of correctness

We now prove that the set �px+1 computed by the ICPAN
algorithm is indeed the set of pivotal active nodes for the new
keyword px+1. For ease of presentation, we first prove that,
given a query keyword p and an active node n, if their last
characters are the same, n must be a pivotal active node of p
as follows.

Lemma 4 Given a query keyword p and an active node n, if
their last characters are the same, n must be a pivotal active
node of p.

Proof Let n = n j = d1d2 · · · d j and p = pk = c1c2 · · · ck ,
where ds and ct are characters for 1 ≤ s ≤ j and 1 ≤ t ≤ k.
Based on the classic dynamic programming algorithm [30],
ed(n j , pk) = min

(
ed(n j−1, pk−1), ed(n j−1, pk) + 1,

ed(n j , pk−1) + 1
)
. If ed(n j , pk) = ed(n j−1, pk−1), there

exists a transformation from n to pk with ed(n, pk) opera-
tions: first transforming n j−1 to pk−1 and then matching d j

with ck . Hence, n is a pivotal active node of pk .
Next, we prove ed(n j , pk) = ed(n j−1, pk−1). Based on

the dynamic-programming equation, we prove ed(n j−1,pk−1)

≤ ed(n j , pk−1) + 1, and ed(n j−1, pk−1) ≤ ed(n j−1, pk)

+1. Firstly, we prove ed(n j−1, pk−1) ≤ ed(n j , pk−1) + 1.
Suppose there is a transformation ρ from n j to pk−1 with
ed(n j , pk−1) operations. We consider the operation on d j in
ρ. If d j is deleted, we can construct a transformation from
n j−1 to pk−1 with the same operations in ρ except that we do
not delete n j . Thus, ed(n j−1, pk−1) ≤ ed(n j , pk−1) − 1.
If d j matches cs , we can construct a transformation from
n j−1 to pk−1 with the same operations in ρ except that
we delete cs . Thus, ed(n j−1, pk−1) ≤ ed(n j , pk−1) + 1.
If d j substitutes for cs , we can construct a transformation
from n j−1 to pk−1 with the same operations in ρ except
that we delete cs and do not do the substitution. Thus,
ed(n j−1, pk−1) ≤ ed(n j , pk−1). Based on the above three
cases, ed(n j−1, pk−1) ≤ ed(n j , pk−1) + 1.

Similarly, we can prove that ed(n j−1, pk−1) ≤ ed(n j−1,

pk) + 1. Thus, n must be a pivotal active node of p. 
�
Next, based on Lemma 4, we prove the claim by providing

two lemmas corresponding to the completeness and sound-
ness, respectively.

Lemma 5 (Completeness) Let p be a query keyword. For
each pivotal active node n of p, the quadruple 〈n, ed(n, p) =
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ed(n, p′) + |p| − |p′|, p′, ed(n, p′)
〉

must be in the set �p

computed by the ICPAN algorithm described above, where
p′ is a prefix of p. If there are multiple such prefixes, p′ is
the shortest one.

Proof We prove this lemma by induction. This claim is obvi-
ously true when p = p0 = ε. Suppose the claim is true for
p0, p1, . . . , px , and we want to prove this claim is also true
for px+1.

Suppose n′ is a pivotal active node of px+1 =c1c2 · · · cx+1.
By definition, ed(n′, px+1) ≤ τ . We want to prove〈
n′, ed(n′, px+1)=ed(n′, pi )+|px+1|−|pi |, pi , ed(n′, pi )

〉
will be added to �px+1 , where pi is a prefix of px+1 to n′
in the ICPAN algorithm. As n′ is a pivotal active node of
px+1, there must exist a transformation ρ from n′ to px+1

with ed(n′, px+1) edit operations, such that the character d
of node n′ matches a character in px+1 in the transformation.
There are two cases in the transformation.

Case 1 d matches the last character cx+1 of px+1. Suppose
n p is the parent of n′. We have ed(n p, px ) = ed(n′, px+1)

based on Lemma 4. Thus, n p is an active node of px . We find
the nearest ancestor node n of n p, which is a pivotal active
node of px based on Lemma 3. Note that when finding n,
the letters after n before n p can be substituted and deleted
(otherwise, a descendant of n could be a pivotal active node).
Thus, there exists a transformation ρ from n′ to px+1 with
ed(n′, px+1) operations, in which the character of n matches
a character in px+1. Suppose the character of n matches ck .
(If there are multiple pk’s, we select the shortest one.) Thus,
the transformation ρ from n′ to px+1 includes the follow-
ing: (1) transforming n to pk with ed(n, pk) operations; (2)
transforming the characters after n and before n′ to the let-
ters ck+1 · · · cx with max(|n′| − |n| − 1, |px | − |pk |) opera-
tions; and (3) matching the character of n′ with the character
cx+1. Thus, ed(n, pk) + max(|n′| − |n| − 1, |px | − |pk |) =
ed(n′, px+1).

As ed(n, pk) ≤ ed(n′, px+1)−max(|n′|−|n|−1, |px |−
|pk |) ≤ τ , node n is an active node of pk . As the char-
acter of n matches ck , based on Lemma 4, n must be a
pivotal active node of pk . Based on the induction assump-
tion, 〈n, ed(n, pk), pk, ed(n, pk)〉 must be in �pk . As n
is a pivotal active node of px and the character of n
matches ck , we have ed(n, px )=ed(n, pk)+|px | − |pk |≤
ed(n′, px+1)≤τ . From node n, the ICPAN algorithm consid-
ers the deletion case and adds 〈n, ed(n, px ), pk, ed(n, pk)〉
into �px . As n is a pivotal active node of px , the dis-
tance ed(n, px ) is the minimum transformation distance,
thus this quadruple cannot be deleted in the ICPAN algo-
rithm. As pk is the shortest one that matches n, the quadru-
ple 〈n, ed(n, px ), pk, ed(n, pk)〉 must be in �px . From node
n, the ICPAN algorithm considers the match case and adds〈
n′, ed(n′, px+1) = ed(n, pk) + max(|n′| − |n| − 1, |px |

−|pk |), px+1, ed(n′, px+1) = ed(n, pk) + max(|n′| − |n|
−1, |px | − |pk |)〉 into �px+1 , which is exactly

〈
n′, ed(n′,

px+1), px+1, ed(n′, px+1)
〉
.

Case 2 d matches character ci (i < x + 1). If there are mul-
tiple such ci characters, we select the smallest one. In this
case, we have ed(n′, px+1) = ed(n′, pi ) + |px+1| − |pi |.
As ed(n′, px ) = ed(n′, pi ) + |px | − |pi | ≤ τ − 1, n′
is an active node of px . By definition, n′ is a pivotal
active node of px . Based on the induction assumption,〈
n′, ed(n′, px ) = ed(n′, pi ) + (|px | − |pi |), pi , ed(n′, pi )

〉
must be in �px . As n′ is a pivotal active node of px , the dis-
tance ed(n′, px ) is the minimum transformation distance,
thus this quadruple cannot be deleted in the ICPAN algo-
rithm. As pi is the shortest one that matches n′, the quadruple〈
n′, ed(n′, px ), pi , ed(n′, pi )

〉
must be in �px . From node n′,

as ed(n′, px+1) = ed(n′, px ) + 1 = ed(n′, pi ) + |px+1| −
|pi | ≤ τ , the ICPAN algorithm considers the deletion case,
and adds

〈
n′, ed(n′, px+1)=ed(n′, pi )+|px+1| − |pi |, pi ,

ed(n′, pi )
〉

into �px+1 . As n′ is a pivotal active node of
px+1, ed(n′, px+1) is the minimum transformation distance,
thus this quadruple cannot be deleted in the ICPAN algo-
rithm. As pi is the shortest one that matches n′, the quadruple〈
n′, ed(n′, px+1), pi , ed(n′, pi )

〉
must be in �px+1 . 
�

Lemma 6 (Soundness) For each quadruple
〈
n, ξ

p
n , p′, ξ p′

n

〉

in �p, the node n is a pivotal active node of p, ξ
p

n =
ed(n, p), ξ

p′
n = ed(n, p′), and ed(n, p) = ed(n, p′) +

|p| − |p′|, where p′ is a prefix of p.

Proof By definition, a transformation distance of two strings
in each added quadruple by the ICPAN algorithm is no less
than their edit distance. That is, ed(n, p) ≤ ξ

p
n ≤ τ and

ed(n, p′) ≤ ξ
p′

n ≤ τ . Therefore, n must be an active node
of p.

Next we prove that n must be a pivotal active node of p.
We prove it by induction. This claim is obviously true when
p = p0 = ε. Suppose the claim is true for p0, p1, . . . , px ,
and we want to prove this claim is also true for px+1. Sup-
pose n is a pivotal active node of px . Based on the com-
pleteness claim in Lemma 5, 〈n, ed(n, px ), pi , ed(n, pi )〉
is in �px , where pi is a prefix of p and ed(n, px ) =
ed(n, pi ) + |px | − |pi |. The ICPAN algorithm considers
the following two cases to add nodes.

Considering node n. In this case, the ICPAN algorithm con-
siders the deletion case and adds. 〈n, ed(n, pi ) + |px+1|−
|pi |, pi , ed(n, pi )〉 into �px+1 . For each 〈n, ed(n, pi ) +
|px+1| − |pi |, pi , ed(n, pi )〉 ∈ �px+1 after removing non-
pivotal active nodes, we first prove that ed(n, px+1) =
ed(n, pi ) + |px+1| − |pi |. As ed(n, px+1) ≤ ed(n, pi ) +
|px+1| − |pi |, we only need to prove ed(n, px+1) ≥
ed(n, pi ) + |px+1| − |pi |. We prove it by contradiction.
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Suppose ed(n, px+1) < ed(n, pi ) + |px+1| − |pi |. Without
loss of generality, in the transformation ρ from n to px+1 with
ed(n, px+1) operations, let node na denote the nearest ances-
tor node of n, such that the character of na matches a char-
acter c j in px+1. We have ed(n, px+1) = ed(na, p j )+max
(|n| − |na |, |px+1| − |p j |). Based on the proof in Lemma 5,
na is a pivotal active node of p j . Based on the com-
pleteness claim, 〈na, ed(na, p j ), p j , ed(na, p j )〉 is in �p j .
The ICPAN algorithm considers the deletion case and
adds 〈na, ed(na, px+1) = ed(na, p j ) + |px+1| − |p j |, p j ,

ed(na, p j )〉 into �px+1 . As ed(na, p j ) + max(|n| − |na |,
|px+1| − |p j |) = ed(n, px+1) < ed(n, pi ) + |px+1| −
|pi |, the ICPAN algorithm will remove the quadruple
〈n, ed(n, pi ) + |px+1| − |pi |, pi , ed(n, pi )〉, which contra-
dicts to the fact that 〈n, ed(n, pi )+|px+1|−|pi |, pi , ed(n,

pi )〉 is in �px+1 . Thus, ed(n, px+1)= ed(n, pi )+|px+1|−
|pi |.

As the character of n matches ci , there exists a transforma-
tion from n to px+1 with ed(n, px+1) operations, and the last
character of node n matches a character in px+1. Thus, node n
is a pivotal active node of px+1. For each node, as the ICPAN
algorithm only keeps the minimum transformation distance,
there is only one quadruple 〈n, ed(n, px+1), pi , ed(n, pi )〉
for node n in �px+1 . Based on the completeness claim,
we have ξ

px+1
n = ed(n, px+1), ξ

pi
n = ed(n, pi ), and

ed(n, px+1) = ed(n, pi ) + |px+1| − |pi |.

Considering descendants of node n: In this case, the IC-
PAN algorithm considers the match case. For a node n′ with
character cx+1, the ICPAN algorithm adds

〈
n′, ξ pi

n

+max(|n′|−|n|−1, |px |−|pi |), px+1, ξ
pi

n +max(|n′|−|n|−
1, |px |−|pi |)

〉
into �px+1 . As ξ

px+1
n′ = ξ

pi
n +max(|n′|−|n|−

1, |px | − |pi |) ≤ τ , node n′ must be an active node of px+1.
As the character of n′ matches cx+1, node n′ must be a pivotal
active node based on Lemma 4. Based on the completeness
claim, n′ must be in �px+1 . For each node, as the ICPAN algo-
rithm only keeps the minimum transformation distance, there
is only one quadruple

〈
n′, ed(n′, px+1), px+1, ed(n′, px+1)

〉
for node n′ in �px+1 Based on the completeness claim,
ξ

px+1
n′ = ed(n′, px+1),and ed(n′, px+1) = ed(n′, px+1) +

max(|n′| − |n′|, |px+1| − |px+1|). 
�
Theorem 2 Given a query keyword p, the ICPAN algorithm
computes all the pivotal active nodes of p with their edit dis-
tances.

Proof It is a corollary of the two lemmas above. 
�
In general, the user may modify the previous query string

by deleting multiple characters at the end or changing some
characters in the middle of the string. The user may also copy
and paste a completely different string to the search interface.
In this case, we can first identify the cached keyword that has
the longest prefix of the new query. We then use the cached

pivotal active nodes to incrementally answer the new query
by inserting the characters after the longest prefix one by one.

5 Type-ahead search using multiple keywords

In this section, we study how to support type-ahead search for
a query with multiple keywords (tokenized from the query
string by white space). Given a query consisting of a set of
keywords Q = {p1, p2, . . . , p�}, the query answer of type-
ahead search is a set of records r in R such that for each query
keyword pi , record r contains a word with pi as a prefix. The
query answer of fuzzy type-ahead search is a set of records r
in R such that for each query keyword pi , record r contains
a word with a prefix similar to pi . There are scenarios where
we want to use the semantics of multi-keyword completions.
For example, a user wants to search for a person, but only
vaguely remembers the first few letters of the name and the
first few letters of the telephone number. In this case, the user
needs multi-keyword completions. Our solutions also work
for the case where only the last keyword in a query is treated
as a prefix condition.

Our goal is to efficiently and incrementally compute the
relevant records. Given a query, each query keyword (treated
as a prefix) has multiple similar words as shown in Fig. 7.
To find the answers, a straightforward method first computes
the union list of each keyword, which is the union of inverted
lists of this keyword’s similar words. Then, it intersects the
union lists of every keyword and generates the final answers.
These operations can be computationally costly, especially
when each query keyword can have multiple similar prefixes.
In Sect. 5.1, we study various algorithms for computing the
answers efficiently. Note that in most cases, the user types the
query letter by letter, and subsequent queries append addi-
tional letters to previous ones. Based on this observation,
we study how to use the cached results of earlier queries to
answer a query incrementally (Sect. 5.2).

Fig. 7 Notations used in the paper
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5.1 Intersecting union lists

For simplicity, we first consider exact search and then
extend the results to fuzzy search. Given a query Q =
{p1, p2, . . . , p�}, suppose Ki = {ki1, ki2 , . . .} is the set of
words that share the prefix pi . Let Li j = L(ki j ) denotes
the inverted list of ki j , which is sorted-based record IDs, and
Ui = ⋃

ki j ∈Ki
L(ki j ) be the union of the lists for pi . We study

how to compute the answer to the query, i.e.,
⋂

1≤i≤� Ui .

Simple methods: One method is the following. For each key-
word pi , we compute the corresponding union list Ui on-the-
fly and intersect the union lists of different keywords. The
time complexity for computing the unions is O(

∑
i, j |Li j |),

where |Li j | is the size of Li j . The shorter the keyword is,
the lower the performance could be, as inverted lists of more
similar words need to be traversed to generate the union list.
This approach requires the inverted lists of trie leaf nodes.
The space complexity of the inverted lists is O(|R| × ravg),
where |R| is the number of records and ravg is the average
number of distinct words of each record.

Alternatively, we can pre-compute and store the union list
of each keyword, and intersect the union lists of query key-
words when a query comes. The main issue of this approach
is that the pre-computed union lists require a large amount of
space, especially since each record occurrence on an inverted
list needs to be stored many times. The space complexity of
all the union lists is O(|R| × ravg × kavg), where kavg is the
average word length (i.e., the average number of letters of
each word).

There have been other approaches for answering keyword
intersection. For instance, Bast et al. [6] proposed a method
that groups ranges of keywords and builds document lists
separately for each range. Intersection is performed between
an existing document list and several ranges called “HYB
blocks.” The limitation of this approach is that, for most
queries, the ranges can include many irrelevant documents,
which require a lot of time to do a post-processing. We will
show experimental results in Sect. 7.

Efficient intersection using forward lists: We develop a new
solution based on the following ideas. Among the union
lists U1,U2, . . . ,U�, we identify the shortest union list. Each
record ID on the shortest list is verified by checking if it
appears on all the other union lists (following the ascend-
ing order of their lengths). Notice that these union lists are
not materialized in the computation. We can enumerate the
record IDs on the shortest union list by accessing the leaf
nodes of the corresponding keyword and visiting the record
IDs in their inverted lists. The length of each union list
can be pre-computed and stored in the trie or estimated on-
the-fly. To verify record occurrences efficiently, we maintain
a forward list for each record r , which is a sorted list of IDs of

words in r , denoted as Fr . A unique property of the word IDs
is that they are encoded using the alphabetical order of the
words. Therefore, each keyword pi has a range of word IDs
[MinI di , Max I di ]. Moreover, if pi is a prefix of word w,
then the ID of w must be within this range.

An interesting observation is that, for a record r on
the shortest union list, the problem of verifying whether r
appears on (non-materialized) union list Uk of a query key-
word pk is equivalent to testing if pk appears on the forward
list Fr as a prefix. We can do a binary search for MinI dk on
the forward list Fr to get a lower bound I dlb and check if I dlb

is no larger than Max I dk . The probing succeeds if the con-
dition holds, and fails otherwise. The time complexity for
processing each single record r is O

(
(� − 1) ∗ log(ravg)

)
,

where � is the number of keywords in the query, and ravg is
the average number of distinct words in each record. A good
property of this approach is that the time complexity of each
probing does not depend on the lengths of inverted lists, but
on the number of unique words in a record.

Figure 8 shows an example when a user types in a query
{“vldb”, “l”}. The words for “l” are “li”, “lin”, “liu”,
“lu”, and “luis”. The keyword-ID range of each query
keyword is shown in brackets. For instance, the keyword-
ID range for “l” is [3, 7] (Fig. 3), which covers the ranges
of “li”, “lin”, “liu”, “lu”, and “luis”. To intersect
the union list of “vldb” with that of “l”, we first identify
“vldb” as the one with the shorter union list. The record IDs
(6, 7, 8) on the list are probed one by one. Take record 7 as
an example. Its forward list contains word IDs {2, 7, 8, . . .}.
We use the range of “l” to probe the forward list. By doing
a binary search for the word ID 3, we find word with ID 7 on
the forward list, which is then verified to be no larger than
MaxID = 7. Thus, record 7 is an answer to the query, and the
word with ID 7 (“luis”) has “l” as a prefix.

Extension to fuzzy search: The algorithm described earlier
naturally extends to the case of fuzzy search. Since each
query keyword has multiple active nodes of similar prefixes,
instead of considering the union of the leaf nodes of one pre-

Fig. 8 Intersection using forward lists. (Numbers with underlines are
word IDs, and numbers without underlines are record IDs.)
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Fig. 9 Computing k results using cached answers and resuming unfin-
ished traversal on a list

fix node, now we need to consider the unions of the leaf nodes
for all active nodes of a keyword. For each record r on the
shortest union list, we use r ’s forward list to test whether the
record contains a word having a prefix of an active node (or
a pivotal active node) for every other query keyword. Note
that the lengths of these union lists can be estimated in order
to find the shortest one as follows. Given a trie node, we can
store the number of distinct records with words having a pre-
fix of the trie node, i.e., the length of the union list of the
trie node. Given a query keyword, for fuzzy search, we can
take the sum of lengths of union lists of its active nodes as
an estimation of its union-list length.

5.2 Cache-based intersection

In Sects. 3 and 4, we presented algorithms for incrementally
computing similar prefixes for a query keyword as the user
types the keyword letter by letter. Now, we show that inter-
section can also be performed incrementally using previously
cached results. Here, we use an example to illustrate how to
cache query results and use them to answer subsequent que-
ries. Suppose a user types in a keyword query Q1 = {“cs”,
“co”}. All the records in the answers to Q1 are computed and
cached. For a new query Q2 = {“cs, conf”} that appends
two letters to the end of Q1, we can use the cached results of
Q1 to answer Q2, because the second keyword “conf” in
Q2 is more restrictive than the corresponding keyword “co”
in Q1. Each record in the cached results of Q1 is verified to
check whether “conf” can appear in the record as a prefix.
In this way, Q2 does not need to be answered from scratch,
and this observation was also made in [6]. As in this example,
in the following discussion, we use “Q1” to refer to a query
whose results have been cached and “Q2” to refer to a new

query whose results we want to compute using those of Q1.

Cache miss: Often the more keywords the user types in, the
more typos and mismatches the query could have. Thus, we
dynamically increase the edit-distance threshold τ as the
query string is getting longer. Then, it is possible that the
threshold for the new query Q2 is strictly larger than that of
the original query Q1. In this case, the active nodes of key-
words in Q1 might not include all those of keywords in Q2.
Thus, we cannot use the cached results of Q1 (active nodes
and answers) to compute those of Q2. This case is a cache
miss, and we compute the answers of Q2 from scratch.

Reducing cached results: The cached results of query Q1

could be large, which could require a large amount of time
to compute and space to store. There are several cases where
we can reduce the size. The first case is when we want to
use pagination, i.e., we show the results in different pages. In
this case, we can traverse the shortest list partially, until we
have enough results for the first page. As the user browses
the results by clicking “Previous” and “Next” links, we can
continue traversing the shortest list to compute more results
and cache them. The second case is when the user is only
interested in k records. We can compute the answers to the
query Q1 without traversing the entire shortest list. When
using k results of Q1 to compute k results of Q2, it is pos-
sible that the cached results do not provide enough answers,
since Q2 contains a more restrictive keyword. In this case,
we can continue the unfinished traversal on the shortest list,
assuming that we have remembered the place where the tra-
versal stopped on the shortest list when answering query Q1,
and stop the traversal when we get k records.

Figure 9 shows an example of incrementally computing
k answers using cached results. A user types in a query
string “cs conf vanc” letter by letter, and the server
receives queries {“cs”, “co”}, {“cs”, “conf”}, and {“cs”,
“conf”, “vanc”} in order. (Notice that the client does not
need to send a query to the server for each keystroke of the
user.) The answer to the first query {“cs”, “co”} is com-
puted. Assuming the union list of keyword “cs” is the shorter
one. The traversal stops at the first vertical bar. Each record
accessed in the traversal is verified by probing the word range
of {“cs”, “co”} using the forward list of the record. Records
that pass the verification are cached. When we want to answer
the query {“cs”, “conf”} incrementally, we first verify each
record in the cached result of the previous query by probing
the word range of “conf”. Some of these results will become
results of the new query. If the results from the cache are not
enough to compute k results of the new query, we resume the
traversal on the list of “cs”, starting from the stopping posi-
tion for answering the previous query, until we have enough
k results for the new query. The next query {“cs”, “conf”,
“vanc”} is answered similarly.
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In the case of cache miss, i.e., earlier cached results cannot
be used to compute the answers of a new query, we need to
answer the new query from scratch. We may choose a dif-
ferent list as the shortest one, and subsequent queries can be
answered similarly.

6 Improving search by supporting additional features

In this section, we discuss various features to improve the
results and user interface in type-ahead search.

6.1 Highlighting best prefixes

When displaying records to the user, we want to highlight
the most similar prefixes for an input prefix. This highlight-
ing feature is straightforward to implement for the exact-
match case. For fuzzy search, a query keyword could be
similar to several prefixes of the same similar word. Thus,
there could be multiple ways to highlight the similar word.
For example, suppose a user types in “lus,” and there is
a similar word “luis.” Both prefixes “lui” and “luis”
are similar to “lus.” There are several ways to highlight
them, such as “luis” or “luis,” where underlined characters
are highlighted. To address this issue, we use the concept
of normalized edit distance. Formally, given two prefixes pi

and p j , their normalized edit distance is as follows:

ned(pi , p j ) = ed(pi , p j )

max(|pi |, |p j |) , (1)

where |pi | denotes the length of pi . Given a query key-
word and one of its similar word, the prefix of the sim-
ilar word with the minimum ned to the query is high-
lighted. We call such a prefix a best matched prefix and
call the corresponding normalized edit distance the “min-
imal normalized edit distance,” denoted as “mned.” This
prefix is considered to be most similar to the query keyword.
For example, for the keyword “lus” and its similar word
“luis,” we have ned(“lus”, “l”) = 2

3 , ned(“lus”, “lu”)
= 1

3 , ned(“lus”, “lui”) = 1
3 , and ned(“lus”, “luis”) =

1
4 . Since mned(“lus”, “luis”) = ned(“lus”, “luis”),
“luis” will be highlighted.

6.2 Using synonyms

We can utilize a priori knowledge about synonyms to find rel-
evant records. For example, “William = Bill” is a com-
mon synonym in the domain of person names. Suppose in the
underlying data, there is a person called “Bill Gates.” If a
user types in a query string “William Gates,” we can also
find this person. One way to support this feature is the fol-
lowing. On the trie, the node corresponding to “Bill” has

a link to the node corresponding to “William” and vice
versa. When a user types in a keyword “Bill”, in addition
to retrieving the records for “Bill”, we also identify those
of “William” following the link.

6.3 Supporting updates

We discuss how to deal with data updates, specifically inser-
tions, deletions, and updates of records.

Insertion: Assume a record is inserted. We first assign it a
new record ID. For each word in the record, we insert the
word into the trie as follows. For each prefix of the word, if
the prefix is not in the trie, we add a trie node for the prefix.
For the leaf node corresponding to the word, we append the
record ID on the inverted list of this leaf node. In addition,
if we use forward indexes, we create a forward list for the
record. For the word-range encoding of the trie structure, we
can reserve extra space for word ids to accommodate future
insertions [45]. We only need to do global reordering when
all the reserved spaces are consumed.

Deletion: Assume a record is deleted. For each word in the
record, on the inverted list of the word, we use a bit to denote
whether a record is deleted. Here, we use the bit to mark the
record to be deleted. We do not update the trie structure until
we need to rebuild the index. For the range encoding of the
trie, we can use the deleted word ids for future insertions.

Update: Assume a record is updated. We first delete (using a
bit to mark the record to be deleted) and insert a new record
based on the above methods.

7 Experiments

We deployed several prototypes in different domains to sup-
port type-ahead search. In addition, we conducted a thor-
ough experimental evaluation of the developed techniques
on real data sets, such as publications and people directo-
ries. Here, we report the results on the following two data
sets. (1) DBLP: It included about 1.1 million computer sci-
ence publication records, with six attributes: authors, title,
conference or journal name, year, page numbers, and URL.
(2) MEDLINE: It had about 4 million latest publication
records related to life sciences and biomedical information.
We used five attributes: authors, their affiliations, article title,
journal name, and journal issue. Table 4 shows the data sizes,
index sizes, and index-construction times.

For each data set, we set up a Web server using Apache2
on a Linux machine with an Intel Core 2 Quad processor
Q6600 (2.40 GHz) and 8 GB memory. We implemented the
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Table 4 Data sets and index costs

Data set DBLP MEDLINE

Record number 1.1 million 4 million

Dataset size 190 MB 1.25 GB
# of distinct words 392 K 1.79 million

# of words 21.9 million 136.7 million

Avg. length of records 20.1 34.34

Index-construction time 50 s 588 s

Trie size 36 MB 165 MB

Inverted-list size 52 MB 445 MB

Forward-list size 54 MB 454 MB

backend as a FastCGI server process, which was written in
C++ compiled with a GNU compiler.

7.1 Efficiency of single-keyword queries

7.1.1 Exact search

We first evaluated the efficiency of exact search. For the
DBLP data set, we randomly selected 1,000 real queries
from the logs of our deployed systems. For the MEDLINE
data set, we generated 1,000 single-keyword queries by ran-
domly selecting keywords in the data set. We implemented
two methods to find the trie node for a query keyword using
methods discussed in Sect. 3. (1) Incremental: We incremen-
tally found the trie node. (2) Non-Incremental: We found
the trie node from scratch. For each query, for each of its pre-
fixes, we computed its running time and evaluated the aver-
age running time for prefixes with the same length. Figure 10
shows the results. As the prefix length increased, the running
time of the Incremental method decreased, while that of
the Non-Incremental method increased. This is because the
Incremental method can use previously computed results.

7.1.2 Fuzzy search

We evaluated the efficiency of computing the prefixes on the
trie that are similar to a query keyword. For the DBLP data
set, we selected the same 1,000 real queries from the logs of
our deployed systems. For the MEDLINE data set, we gen-
erated 1,000 single-keyword queries by randomly selecting
keywords in the data set and applying a random number of
edit changes (0–2) on the keyword. The average length (num-
ber of letters) of keywords was 9.9 for the DBLP data set and
10.2 for the MEDLINE data set. For each prefix of a query,
we measured the time to find similar prefixes within an edit
distance of 2, not including the time to retrieve records. We
computed the average time for the prefix queries with the
same length.

Computing active nodes: We implemented three methods to
compute similar prefixes. (1) Incremental: We computed the
active nodes of a query using the cached active nodes of previ-
ous prefix queries, using the incremental algorithm presented
in Sect. 4. This algorithm is applicable when the user types
a query letter by letter. (2) Non-Incremental: We computed
active nodes from scratch. This case happens when a user
copies and pastes a long query, and none of the active nodes
of any prefix queries has been computed. It also corresponds
to the traditional search case, where a user submits a query
and clicks the “Search” button. (3) Gram-Based: We built
gram inverted lists on all prefixes with at least three letters
using the method described in [36]. We used the implemen-
tation in the Flamingo release,4 using a gram length of 3 and
a length filter. The total number of such prefixes was 1.1 mil-
lions for the DBLP data set and 4 millions for the MEDLINE
data set. The index structure can be used to compute simi-
lar prefixes for keywords with at least four letters. Figure 11
shows the performance results of these three methods.

The method Incremental was most efficient. As the user
types in letters, its response time first increased slightly (less
than 5 ms) and then started decreasing quickly after the fourth
letter. The main reason is that the number of active nodes
decreased, and the cached results made the computation effi-
cient. The method Non-Incremental required longer time
since each query needed to be answered from scratch, without
using any cached active nodes. The method Gram-Based
performed efficiently when the query keyword had at least
seven letters. But it had a very poor performance for shorter
keywords, since the count filter had a weak power to prune
false positives.

In addition, we evaluated the memory used for the three
methods. Table 5 gives the results. We see that the Gram-
Based method involved large index size as it needs to store
large numbers of grams and the corresponding gram inverted
lists. The Incremental method involved a bit larger memory
space than that of the Non-Incremental method, as it needs
to cache active nodes. The Gram-Based method also con-
sumed memory space for maintaining heap structures and
larger numbers of candidates that need to be verified. In sum-
mary, the Gram-Based method involved the largest mem-
ory, and the Incremental method used a bit larger memory
space than the Non-Incremental method.

Improving performance using pivotal active nodes: We eval-
uated the ICPAN algorithm for computing pivotal active
nodes. We compared the number of active nodes and that of
pivotal active nodes. Figure 12 shows the results. The number
of pivotal active nodes was much smaller than that of active
nodes. For example, on the MEDLINE data set, when the
prefix length was 3, the number of active nodes was 140,000,

4 http://flamingo.ics.uci.edu/releases/2.0.
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Fig. 10 Efficiency of exact
search. a DBLP, b MEDLINE
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Fig. 11 Computing prefixes
similar to a keyword (τ = 2). a
DBLP, b MEDLINE
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Table 5 Memory size for computing prefixes similar to a keyword
(τ = 2)

Memory for Memory for Total memory
storing computing usage
indexes similar

words

(a) DBLP dataset

Incremental 36 4 40

Non-Incremental 36 0.2 36.2

Gram-Based 187 5 192

(b) MEDLINE dataset

Incremental 165 12 177

Non-Incremental 165 0.5 165.5

Gram-Based 713 21 733

All numbers are in MBs

while the number of pivotal active nodes was only 20,000.
Thus, using pivotal active nodes can reduce the storage space,
especially for short query strings.

We then evaluated the efficiency of the ICPAN algorithm
for computing pivotal active nodes as described in Sect. 4.3.
We also compared it with the ICAN algorithm in Sect. 4.2
and the similar method in [15]. (We did not used the pre-
computation techniques and took examining the impact of
pre-computation as a future work.) Figure 13 shows the
results. As we used edit-distance threshold 3, the perfor-
mance was lower than that on Fig. 11. We can see that the

ICPAN algorithm achieved the best performance and was
2–4 times faster than the other two methods. For example,
on the MEDLINE data set, when the prefix length was 3,
the running time of ICPAN was 40 ms, while the other two
methods needed more than 80 ms. Thus, the pivotal active
node-based method ICPAN not only reduced the space, but
also improved the efficiency, especially for short queries.

7.1.3 Performance of single-keyword queries

We evaluated the performance of single-keyword queries
by varying the edit-distance threshold τ . We implemented
our best algorithms and computed the answers in two steps:
(1) computing similar prefixes and (2) computing answers
based on similar prefixes. Figure 14 shows the results. Our
methods could answer a query within 50 ms.

7.2 Efficiency of multi-keyword queries

In this section, we evaluated the performance of answering
keyword queries with multiple keywords.

List intersection: We evaluated several methods for inter-
secting union lists of multiple keywords, as described in
Sect. 5.1. For the DBLP data set, we selected the same 1,000
real queries from the logs of our deployed systems. For the
MEDLINE data set, we generated 1,000 queries by randomly
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Fig. 12 Number of active
nodes for a keyword (τ = 3).
a DBLP, b MEDLINE
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Fig. 13 Time for computing
active nodes for a keyword
(τ = 3). a DBLP, b MEDLINE
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Fig. 14 Efficiency of
single-keyword queries
(varying τ ). a DBLP,
b MEDLINE
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selecting records from the data set and choosing keywords
from each record. We implemented the following methods
to intersect the union lists of keywords. (1) ForwardLists:
It traverses the shortest union list and uses the other query
keywords to probe the forward lists of records on the shortest
list as discussed in Sect. 5.1. The union list was “generated”
on the fly without being materialized. (2) HashProbe: The
shortest union list was materialized as a hash table at query
time. Each record ID on the other union lists was searched
on the hash table. (3) MaterializedUnions: We materialized
the union lists of all the query keywords and their prefixes,
and computed an intersection by using the record IDs of the
shortest list to probe the other union lists. We measured the
intersection time only. (4) MergeJoin: It used the merge-sort
algorithm to on-the-fly generate the union list (by getting the

next record of each union list of query keywords) and com-
puted an intersection using the merge-join algorithm on top
of the generated records. (5) HYB: We implemented a struc-
ture called “HYB” as described in [6]. We used an in-memory
implementation, and all IDs were stored without any encod-
ing and compression. The number of HYB blocks was 47 for
the DBLP data set and 285 for the MEDLINE data set, using
the parameters recommended in [6].

We evaluated these methods on queries with two key-
words, assuming no previous query results were cached.
Figure 15 shows the average time of each method as the
length of the second keyword increased.

The intersection operation was very time consuming
when the second keyword had no more than two letters,
since the union lists of the prefixes were too long. The

123



636 G. Li et al.

Fig. 15 List intersection of
multiple keywords. a DBLP,
b MEDLINE
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HashProbe method performed relatively poorly due to the
cost of building the hash table for the shorter list and tra-
versing the other list. The MaterializedUnions method per-
formed well, but with a high memory cost as discussed
in Sect. 5.1. The MergeJoin algorithm performed worse
than the MaterializedUnions method and the HashProbe
method, as it needs to generate the union list on-the-fly. The
ForwardLists algorithm achieved an excellent performance,
at the cost of storing the forward lists. The HYB method also
achieved high performance, and our method and the HYB
method provide different ways to improve the performance
of type-ahead search. An interesting finding in the results is
that ForwardLists even outperformed MaterializedUnions
on the MEDLINE data set. This is because as the data set
became larger, the average time of each binary search on the
union lists increased, while that of each binary probe on the
forward lists did not change much.

Cache-based intersection: We evaluated the performance
of different methods of cache-based prefix intersection, as
described in Sect. 5.2. We allowed at most one typo for each
prefix with at most five letters and two errors for prefixes with
more than five letters. As a consequence, for a query with two
keywords, when the sixth letter of the second keyword was
typed in, a cache miss occurred. We implemented the follow-
ing methods. (1) NoCache: No query results are cached. A
query is computed without using any cached query results.
(2) Complete Traversal: It traverses the shortest union list
completely to compute the results of the current query. (3)
Partial Traversal: It traverses the shortest union list partially
until it finds the first k results for the current query as fol-
lows. For each record on the shortest union list, it first uses
the active nodes with smaller edit distances to probe the for-
ward list of the record. The algorithm terminates if it gets k
records. Figure 16 shows the query time of the methods on the
DBLP data set. Complete Traversal outperformed the No
Cache method for relatively long prefixes (with more than
six letters) mainly due to the smaller set of cached results.
The Partial Traversal method was the most efficient one in
most cases, since it can stop early during the traversal of the
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Fig. 16 Performance of prefix intersection (DBLP)

list, and a new query can be incrementally computed using
earlier results. All these methods required a relative long time
when the prefix had six letters due to the cache miss.

7.3 Evaluation on per-query time

We evaluated the per-query time of our algorithms on the
DBLP data set. We randomly selected 1,000 queries with 1
keyword and 1,000 queries with 2–6 keywords. Each key-
word has at leat 2 characters. We used the forward list-based
method for multi-keyword intersection and ICPAN algo-
rithm for incrementally computing similar words. Table 6
shows the results. We see that for single-keyword queries,
our method can answer a query about 2 ms in terms of exact
search and 8 ms in terms of fuzzy search (τ = 1). For multi-
keyword queries, the elapsed time respectively increased to
4 and 19 ms as we needed to do multi-keyword intersection.

7.4 Space and time scalability

We evaluated the scalability of our algorithms. As an exam-
ple, we used the MEDLINE data set. Figure 17a shows how
the index size increased as the number of records increased.
It shows that all the sizes of the trie structures, inverted lists,
and forward lists increased linearly.

We measured the query performance of computing the
first 10 answers (as described in Sect. 7.2) as the data size
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Table 6 Evaluation on
per-query time on the DBLP
dataset

Exact search Fuzzy search (τ = 1)

1 keyword Multi-keyword 1 keyword Multi-keyword

Find trie nodes (ms) 0.01 0.01 1.02 1.13

Find answers (ms) 1.84 3.65 7.25 18.34

Total (ms) 1.85 3.66 8.27 19.47

Fig. 17 Scalability
(MEDLINE). a Index size,
b single keyword (return 10
answers), c multiple keywords
(return 10 answers)
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increased. We first evaluated queries with a single keyword
and tested the scalability of our incremental algorithm. We
considered two types of queries: the first type was generated
by randomly selecting keywords in the data set; the second
type was obtained by modifying the first type by adding edit
errors (0–2). Figure 17b shows the results for the MEDLINE
data set as we increased the number of records. It shows
that the algorithms can answer a single-keyword query very
efficiently (within 3 ms), for both types of queries.

We next evaluated the algorithms for queries with multiple
keywords and tested the scalability of our forward list-based
algorithm. We measured the average query time of each key-
stroke on the last keyword. Figure 17c shows that our algo-
rithms can process such queries very efficiently. For instance,
when the data set had 4 million records, the average search
time for queries without errors was 20 ms and the variance
was 5 ms, while the average search time for queries with
errors was 55 ms and the variance was 9 ms. The variance
was similar on other data sets.

Table 7 Queries and saved typing effort

ID Query Saved typing
effort (%)

Q1 sunta sarawgi 42

Q2 surajit chuardhuri 50

Q3 nick kodas approxmate 41

Q4 flostsos icde similarity 38

Q5 similarty search icde 55

Q6 divsh srivstava search 41

7.5 Round-trip time

The round-trip time of type-ahead search consists of three
components: server processing time, network time, and
JavaScript running time. Different locations in the world
could have different network delays to our servers in southern
California. We measured the time cost for a sample query
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Fig. 18 Round-trip time for different locations (return 10 answers)

“divsh srivstava search” on the DBLP prototype
from five locations around the world: US west coast, US
east coast, China, Israel, and Australia. Figure 18 shows the
results for finding first 10 answers. We can see that the server
running time was less than 1/5 of the total round-trip time.
JavaScript took around 40–60 ms. The relative low speed at
some locations was mainly due to the network delay. For
example, it took about 4/5 of the total round-trip time when
our system was tested from China. For all the users from
different locations, the total round-trip time for a query was
always below 250 ms, and all of them experienced an inter-
active interface. For large-scale systems processing queries
from different countries, we can solve the possible network-
delay problem by using distributed servers.

7.6 Saved typing effort

Type-ahead search can also save users’ typing effort, since
results can be found before a user types in complete words. To
evaluate the saving of typing effort, we constructed six que-
ries on the DBLP data set as shown in Table 7. The keywords
in italic font are mistyped keywords. Each query was typed in
letter by letter, until the system found the expected records in
first 10 answers. We measured how much letter-typing effort
the system can save for the user. For each query Qi , let N (Qi )

be the number of letters the user typed before the relevant
answers are found. We use 1 − N (Qi )|Qi | to quantify the relative
saved effort. For example, for query Q6, the user could find
relevant answers right after typing in “divsh sri sea”.
The saved effort of Q6 is 1 − 13

22 = 41%, as the user only
needed to type in 13 letters, instead of 22 letters in the full
query. Table 7 shows that this paradigm can save the user
40–60% typing effort on average.

 0.01

 0.1

 1

 10

 100

 2  4  6  8  10

In
de

x 
T

im
e 

(s
)

Record Number (*10000)

Reindex(ForwardList)
Reindex(Trie+InvertedList)

Incremental(ForwardList)
Incremental(Trie+InvertedList)

Fig. 19 Update

7.7 Data updates

We tested the cost of updates on the DBLP data set. We first
built indexes for 1 million records and then inserted 10,000
records at each time. We compared the time of re-indexing
the data from scratch and incrementally indexing using the
data. Figure 19 shows the results. We see that the incremental
method only took 0.1 s to update the index while it took more
than 20 s to re-index the data. This result shows the advantage
of the incremental-computation indexing method.

8 Other related work

Prediction and autocomplete: There have been many stud-
ies on predicting queries and user actions [18,33,49,50,59]
in information search. With these techniques, a system pre-
dicts a word or a phrase the user may type in next based
on the sequence of partial input the user has already typed.
Many prediction and autocomplete systems5 treat a query
with multiple keywords as a single string, thus they do not
allow these keywords to appear at different places in the
answers. For instance, consider the search box on the home
page of Apple.com, which allows autocomplete search on
Apple products. Although a keyword query “itunes” can
find a record “itunes wi-fi music store,” a query
with keywords “itunes music” cannot find this record
(as of January 2010), simply because these two keywords
appear at different places in the record. The techniques pre-
sented in this paper focus on “search on the fly,” and they
allow query keywords to appear at different places in the
answers. As a consequence, we cannot answer a query by

5 The word “autocomplete” could have different meanings. Here we use
it to refer to the case where a query (possibly with multiple keywords)
is treated as a single prefix.
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simply traversing a trie index. Instead, the backend inter-
section (or “join”) operation of multiple lists requires more
efficient indexes and algorithms.

Approximate string search and similarity join: There have
been recent studies to support efficient fuzzy string search [2,
11,12,14,21,22,29,32,36,37,62,65]. Many algorithms use
grams for efficient fuzzy string search. A gram of a string is a
substring that can be used as a signature for efficient search.
These algorithms answer a fuzzy query on a collection of
strings using the following observation: if a string r in the
collection is similar to the query string, then r should share a
certain number of common grams with the query string. This
“count filter” can be used to construct gram inverted lists for
string ids to support efficient search. In Sect. 7, we evaluated
some of the representative algorithms. The results showed
that, not surprisingly, they are not as efficient as trie-based
incremental-search algorithms, mainly because it is not easy
to do incremental computation on gram lists, especially when
a user types in a relatively short prefix, and count filtering
does not give enough pruning power to eliminate false posi-
tives. In addition, there have been many studies for similarity
join [2,8,13,19,52,60,61], estimating selectivity of approx-
imate string queries [23,27,34,35], and approximate entity
extraction [1,11,58].

Keyword search in databases and XML data: There have
many studies on keyword search over XML data [3,16,20,
31,38,39,43,44,46–48,53,55,56,63,64] and relational dat-
abases [9,17,24,25,28,40,51,54]. Our work is orthogonal to
these studies since it focuses on type-ahead search.

Compared to our previous work in [26], this article
includes the following additional materials. (1) In Sect. 4.3,
we presented new optimization techniques based on the
concept of pivotal active node and conducted additional
experiments to evaluate the techniques. (2) We included for-
mal proofs of the claims. (3) We discussed how to support
updates in Sect. 6.3 and conducted additional experiments in
Sect. 7.7.

9 Conclusion and future work

We studied a new information-access paradigm, called type-
ahead search, which finds answers to queries as a user types in
keywords character by character, even allowing minor errors.
We proposed an efficient incremental algorithm to answer
single-keyword queries that are treated as fuzzy prefix con-
ditions. We studied various algorithms for computing the
answers to a query with multiple keywords. We developed
efficient algorithms for incrementally computing answers to
queries by using cached results of previous queries in order to
achieve a high interactive speed on large data sets. We studied

several useful features such as highlighting results, utilizing
synonyms, and supporting data updates. We deployed several
real systems to test the techniques and conducted an thorough
experimental study of the algorithms. The results proved the
practicality of our techniques to enable this new computing
paradigm.

There are several open problems for type-ahead search.
One is about how to support ranking queries efficiently.
Another one is how to deal with large amounts of data when
the index structures cannot fit into the memory.
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